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State estimation is a key function for real-time operation and control of electrical power 
systems since its role is to provide a complete, coherent, and reliable network real-time model 
used to set up other real-time operation and control functions. In recent years it has extended 
its applications to monitoring active distribution networks with distributed energy resources. 
The inputs of a conventional state estimator are a redundant collection of real-time 
measurement, load and production forecasts and a mathematical model that relates these 
measurements to the complex nodal voltages, which are taken as the state variables of the 
system. The goal of state estimation is to adjust models so that they are closer to observed 
values and deliver better forecasts. In power systems, this is key to maintaining power quality 
and operating generation and storage units well. 

This book, written by international authors from industry and universities, systematically 
addresses state estimation in power distribution systems. Chapters convey techniques for 
distribution system state estimation, such as classical methods, three-phase network 
modelling, power flow calculation, fast decoupled approaches and their new application via 
complex per unit normalization, the Bayesian method, and multiarea state estimation. Also, 
synchronized and non-synchronized measurements with different sample rates, real-time 
monitoring, and practical experiences of distribution state estimation are covered. 

Researchers involved with electrical power and electrical distribution systems, professionals 
working in utilities, advanced students and PhD students will find this work essential reading.
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Electrical power systems are experiencing huge transformations in present time. 
New renewable energy sources with intermittent behavior and connected to the sys-
tem by inverters, both centralized or distributed, are assuming a predominant role 
in the generation expansion, creating new challenges for the optimal dispatch and 
control of the interconnected systems. The process of digitalization introduced by 
the deployment of sophisticated information processing and communication sys-
tems, associated with new instrumentation and telemetry devices, has been offer-
ing new possibilities for supervision and control. Also, new characteristics of the 
load introduced by demand response and transports electrification have opened up 
new opportunities to better match production and consumption. State estimation has 
been accompanying the evolution of power systems since it was introduced in the 
early 1970s. Its importance has long been recognized as a fundamental component 
of the energy management systems. As the power system evolutes, it also must be 
improved to accommodate the systems transformations.

The role of state estimation was initially aimed to track the evolution of the slow 
time varying “static state” resulting from the variations in load followed by the corre-
sponding adjustments in generation. It was initially totally dedicated to the transmis-
sion system, particularly oriented to avoid catastrophic events in the power system, 
like the 1965 blackout occurred in the northeastern region of the USA. It was based 
on information obtained alongside the transmission system by the socalled SCADA 
system, a high latency system formed by remote units and dedicated telecommuni-
cation channels, supervised from a control center running dedicated and specialized 
hardware. Since its early days up to the beginning of this century, little has changed 
in its basic concepts except for a natural evolution on computation and telecommu-
nication hardware as well as algorithmic improvements.

New developments in state estimation methods have been reported in the lit-
erature in relation to the modern power system features. A main development has 
been in the application of state estimation to the distribution system. This power 
system segment was the most impacted by the new developments as it is the area 
where most to the modern technologies has been implemented. The main deploy-
ment of the Smart Grid technology, as well of Distributed Energy Resources, has 
been concentrated in the distribution segment, creating the conditions and the neces-
sity of a more accurate tracking of the operating conditions of this part of the grid. 
The information gathered by Smart Meters and other sensors installed in the distri-
bution level has opened up opportunities to improve the existing distribution state 
estimation algorithms and the development of completely new ones. Some of these 

Preface 
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developments deal with particular requirements of the distribution systems like the 
need for three-phase modeling, the different nature of the high, medium, and low 
voltage grids, and most importantly, the lack of redundancy in the real time infor-
mation. In the transmission system, the spread use of Phasor Measurement Units 
(PMU) has proportioned the establishment of the wide area monitoring, protection, 
and control system, with a much accurate condition for the system situational aware-
ness but introducing the challenge of mixing measurements with significant differ-
ence in sampling rates. Also, the high sampling rate available in PMUs offers the 
opportunity to development of highly effective state estimation algorithms able to 
incorporate the temporal evolution of the states, leading to the possibility of estima-
tion of the power system dynamic behavior. Also, developments of artificial intel-
ligence, particularly machine leaning methods, have been introducing Data Driven 
Methods to state estimation, initially applied to the pre-filtering process, but with 
potential to be extended to other phases of the state estimation process. Last, but not 
least, developments in high-performance computing have induced the research in 
Multiarea State Estimation to take advantage of the distributed and parallel comput-
ing environment.

This book represents an important contribution to this new era of power system 
state estimation. It presents a thorough review of several new developments in the 
state estimation theory and practice and proposes new developments, some of them 
still in the research stages. The main emphasis of the book is in modeling and alter-
native solution methods for distribution system state estimation. Both conventional 
and newly proposed approaches to three-phase modeling and solution algorithms, as 
well as the treatment of new kind of information, like PMU and Smart Meter data, 
are extensively described. The authors are a dedicated research team who has been 
working in the power system state estimation field for quite a long time, including 
consulting and new developments for electrical utilities in the implementation of 
actual applications. The book contains a solid presentation of the basic power system 
state estimation theory, alongside with the introduction of new concepts and meth-
ods, and the report of actual applications.

Djalma Mosqueira Falcão
Federal University of Rio de Janeiro, Rio de Janeiro, Brazil
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Chapter 1

Introduction
Elizete Maria Lourenço 1 and João Bosco Augusto London 

Junior 2

Recent developments in new electrical equipment and devices, associated with so- 
called smart grids, are changing the paradigms of operation and control of elec-
trical power systems. If, on the one hand, smart grids concepts and technologies 
have brought innumerous advantages and opportunities, creating new data sources 
at unprecedented volume (e.g., phasor measurement units, intelligent electronic 
devices, and smart meters), on the other hand, it has increased the complexity of the 
power system in all voltage levels (due to intermittent dispersed energy resources, 
sensitive loads, new storage technologies, and growing electric vehicles fleet). The 
distribution system is clearly the segment of the electrical system most affected by 
the evolution of smart grids, driving the search for new tools and methodologies 
capable of meeting the needs of the sector.

The combination of the operational complexity and the increasing volume of 
data at distribution systems resulted in the need and, at the same time, the possibility 
of new developments in distribution system state estimation. As a result, the interest 
of researchers, public agents, and industry in developing and implementing the state 
estimation process in distribution systems has grown considerably in recent years.

In the context of transmission systems, there is a vast literature (scientific papers 
and books) providing comprehensive anatomy of the state estimation process theory 
and practice. However, despite several scientific efforts, there is a lack of references 
that systematically addresses all the steps involved in the state estimation process 
when applied to the distribution system, the main motivator for compiling this book.

Written by international authors from the academy and industry, the book 
approaches the process of distribution system state estimation both theoretically (on 
developing models that can be applied in real distribution networks) and practically 
(on the realization of distribution system state estimation projects). It brings together 
(i) practical experiences in real- time monitoring of distribution systems, (ii) network 
modeling (considering the unbalance and typical characteristics of the distribution 
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system), (iii) classical methods for distribution system power flow and state estima-
tion, and (iv) alternative modeling and approaches to meet the needs of the emerging 
active distribution system.

The book’s contents are organized into 13 chapters, including this introductory 
one. The chapters were elaborated following a logical sequence. However, readers 
may also find the book’s chapters useful as self- contained references on specific 
issues of interest.

The first part of the book (Chapters 2 and 3) shares valuable experiences of elec-
tric utilities by providing new insights and challenges faced by real- time monitoring 
projects focused on determining the operational state of distribution systems.

Chapter 2 reports field results for a real- time monitoring tool that was  
implemented at COPEL, a Brazilian electricity utility. The tool has the objective 
of providing better quality real- time state load values to characterize the pre- fault 
steady- state condition for the execution of service restoration software. Its develop-
ment was motivated by the fact that the effectiveness of such software was endan-
gered by the low quality of the load values generated by the typical load profiles and 
load aggregation process available in COPEL at that time. The chapter presents the 
implemented real- time monitoring tool in detail together with in- field verification 
in a single distribution feeder of Londrina City, in Brazil, to evaluate the accuracy 
of the estimated load. This feeder is responsible for the energy supply of 7,305 con-
sumers, with 560 buses (192 with distribution transformers) and 559 branches. Its 
nominal voltage is 13.8 kV.

Chapter 3 starts from the characteristics of distribution systems that directly affect 
the application and quality of distribution state estimation results in real networks. Then, 
a gap related to the conflict of interests in the relation of theory and practice, i.e., differ-
ent wishes, interests, and practical possibilities of researchers, writers, manufacturers of 
industrial- grade products, and finally users of these systems, is presented and analyzed. 
The problem of integrating distribution state estimation into an industrial- grade product 
is briefly discussed, and the key system components for its practical application are high-
lighted. Finally, the results of distribution state estimation implementation in real life 
achieved to date and expectations on the topic in the near future are presented. It is worth 
noting that Chapter 3 is based on material previously published by the author and on his 
experiences gained working on Advanced Distribution Management System Schneider 
Electric projects.

The second part of the book (Chapters 4–6) reviews network modeling (in view 
of the unbalance and typical characteristics of the distribution system) and classical 
methods for distribution system power flow and state estimation.

Chapter 4 introduces the basic concepts regarding three- phase network mod-
els for distribution systems steady- state analysis, emphasizing a state estimation 
perspective. A general two- port branch model is conceived for each component of 
distribution systems. Different types of equipment are exemplified along with the 
respective particularities of their admittance matrix models, from the classical distri-
bution system components to the novels of modern power grids, such as distributed 
generation, energy storage devices, electric vehicles, and flexible power electronics 
converters.
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Chapter 5 presents three specialized methods for load flow calculation in  
distribution systems based on branch currents, namely, the classical Backward/
Forward- Sweep, the Branch Current- Based, and the Admittance Matrix- Based load 
flows. Following the description of each method, the results of simulations performed 
in a didactic 4- bus distribution network are presented and discussed. The chapter 
ends with a qualitative comparison between the methods where aspects regarding 
convergence, computational implementation, and performance are analyzed.

Chapter 6 focuses on two classical state estimation approaches devoted to 
distribution systems, namely the Branch Current- Based State Estimator and the 
Admittance Matrix- Based State Estimator. After a detailed description of each 
method, the results of simulations performed using both approaches are presented 
and discussed.

The third and final part of the book (Chapters 7–12) is dedicated to presenting 
alternative approaches developed to meet the needs of emerging active distribution 
systems.

Chapter 7 presents the complex per unit (cpu) normalization technique applied 
to the fast decoupled power flow formulation to extend its computational efficiency 
to active distribution system analysis. The fundamentals of power flow calculation 
and cpu technique are fully described. Simulation results considering active distri-
bution systems under distinct operational conditions are presented to illustrate the 
applicability of the cpu- based fast decoupled power flow approach.

Chapter 8 initially reviews the classical weighted least- squares state estima-
tion, with special attention given to the main versions of the decoupled formulation, 
usually referred to as fast- decoupled state estimation. The explicit representation 
of switches and circuit breakers in the decoupled approach and its benefits against 
the traditional bus- branch model are presented and discussed in the sequel. A 
detailed description of the application of the cpu concept described in Chapter 7  
to enable effective use of the fast- decoupled state estimation in the distribution  
system is presented. Finally, the particularities and versatility of the cpu- based dis-
tribution system state estimation are discussed through numerical results involving 
a case study.

In Chapter 9, a Bayesian approach integrates all the available information  
concerning the real- time measurements and the uncertainty of pseudo- measured 
quantities by exploring distinct density distributions for absorbed and generated 
energy, as well as available instrument specifications. The resulting Bayesian distri-
bution system state estimation is theoretically presented, and its features and capa-
bilities are illustrated through real- field- based simulation results.

Chapter 10 initially presents decomposition methods to perform state esti-
mation in large- scale distribution networks, employing the concepts of Multiarea 
State Estimation. A brief context of scalability and decentralization is presented 
to locate the necessity of such architectures. Then, the main ideas of Multiarea 
State Estimation are discussed. Two methods specialized for distribution systems 
are detailed, a branch- current- based and a complex nodal voltage- based, as suitable 
algorithms for multiarea state estimator in distribution networks. Finally, numerical 
examples with both estimators illustrate the accuracy and computational aspects.
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Chapter 11 focuses on the effective integration of different sources of informa-
tion commonly available in modern distribution systems for state estimation. Such 
sources of information consist of load profiles and forecasts (referred to as pseudo 
measurements), passive buses with no generation or load (virtual measurements), 
and different kinds of sensors, such as smart meters, supervisory control and data 
acquisition measurements and phasor measurement units. It presents theoretical 
arguments for tackling the synergy among a large amount of heterogeneous data 
with various formats, sources, unsynchronized polling cycles, and communication 
delays. Approaches based on Kalman filter theory are presented and demonstrated 
through computer simulation results. Also, an approach based on Bayesian inference 
to manage different sampling rates of typical sources of information in the distribu-
tion system for state estimation is presented. Theoretical arguments and simulation 
results are provided to support the interesting features of this approach when dealing 
with multiscale instrumentation devices separately in different sampling layers.

Chapter 12 discusses the subject of estimating the state of the distribution sys-
tem in low- voltage networks. The particularities and limiting factors of low- voltage 
networks are presented and discussed, while a weighted four- wire least squares 
approach is described. The extent needed to improve the state estimation perfor-
mance under the effects of asynchronous measurements and the typical characteris-
tics of low- voltage networks are presented, within a close look at the role played by 
smart grid technologies and their impact on the modern energy system.

Chapter 13 brings the concluding remarks to the book content, presenting a his-
torical context of the challenges encountered and solutions proposed by the pioneers 
in the area of distribution system state estimation in their quest to meet the needs of 
the emerging active distribution systems; and, finally, the future research directions 
for the area.
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Chapter 2

Real- time monitoring of distribution systems: 
Brazilian experience

João Bosco Augusto London Junior 1, Julio Augusto 
Druzina Massignan 1, José Paulo Ramos Fernandes 1, Vitor 

Henrique Pereira de Melo 1, Marcos Henrique Marçal 
Camillo 2, Rodrigo Zempulski Fanucchi 2, and  

Elizete Maria Lourenço 3

2.1  Introduction

The objective of this chapter is to share the valuable experiences of COPEL, a 
Brazilian electricity utility, by providing new insights and the challenges faced 
during the development of the Project of Research and Development (R&D) of 
Brazilian Electricity Regulatory Agency number 2866- 0271/2013.

This R&D project resulted in the development and implementation of a (i) ser-
vice restoration software (SRS) and (ii) real- time monitoring tool (RTMT) to pro-
vide better quality load values to characterize the pre- fault steady- state condition for 
the execution of that SRS.

The focus of this chapter is the RTMT which will be presented in detail together 
with in- field verification in a single distribution feeder of Londrina City, in Brazil, to 
evaluate the accuracy of the estimated load. This feeder is responsible for the energy 
supply of 7,305 consumers, with 560 buses (192 with distribution transformers) and 
559 branches. Its nominal voltage is 13.8 kV. Also, the application of the developed 
RTMT in providing the load values for the solution of the service restoration prob-
lem in a real large distribution system (DS) is presented. For this application, the 
processing time required by each step of the RTMT will be presented to show that 
it satisfies the performance requirements on practically sized DSs. Finally, initial 
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results of two further applications of the RTMT are presented, the first into the DS 
state estimation problem and the second along with a load nowcasting method.

2.2  Brazilian distribution system monitoring

Historically, one of the main challenges for real- time determination of the DS oper-
ating state is the lack of real- time measurements in distribution feeders. Therefore, 
to have some basic information about the operating conditions of distribution feed-
ers, a load estimation procedure is usually proposed, which is generally referred to 
as a load estimator or load allocator [1].

In recent years, smart grid initiatives have been developed creating new sources 
of data at unprecedented volumes in distribution systems (e.g., micro phasor mea-
surement units, intelligent electronic devices, smart meters). These initiatives have 
motivated the proposition of DS state estimators. However, the deployment of these 
new sources of data in Brazilian utilities is still focused on pilot projects [2–7].  
Therefore, the operating condition of distribution feeders is usually determined 
through statistical characterization of their loads performed by a process called load 
aggregation [8], which is based on:

 • Customer monthly energy consumption (kWh);
 • Customer classification, e.g., residential, commercial, and industrial
 • Typical load profiles for each customer class.

According to Brazilian regulatory issues, load profiles are generally updated every 
year [9]. As such profiles are only a rough approximation to given load demand, 
the quality of the feeder operating state obtained is poor and does not have similar 
precision for DS monitoring when compared to measured values along the feeder. 
This motivated the development and implementation of an RTMT in COPEL, which 
allows the treatment of load estimation as a real- time application, very similar to 
state estimation, but with the aim of adjusting load profiles according to the avail-
able real- time measurements, rather than determining the state variables (complex 
nodal voltages or complex branch currents).

2.3  Description of the RTMT implemented in COPEL

Figure 2.1 presents the flowchart of the RTMT implemented in COPEL [10]. It was 
designed to provide load values for an SRS* used in the DSs of COPEL, a Brazilian 
electricity utility. Moreover, other automated features of distribution operation cent-
ers (DOCs) can use the load values provided by the RTMT.

* This software is based on the methodology proposed in Ref. [11].
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The RTMT implemented in COPEL uses information usually available in 
Brazilian utilities and consists of two steps (see Figure 2.1):

Step 1—Data preprocessing to provide the required information for the second 
step;

Step 2—Real- time load modeling.
Step 2 is performed by the real- time load estimator proposed in [12]. This esti-

mator can handle multiple and different kinds of real- time measurements, treating 
all measurements present on the feeder and not only on its head. However, it cannot 
deal with “obviously” Bad Data since it treats the available real- time measurements 
as entirely accurate. To surpass this limitation, Step 1 performs the preprocessing 
routines proposed in [10], which is able to eliminate “obviously” Bad Data in the 
real- time measurements, reducing the overall quantity of Bad Data. Therefore, this 
elimination process enables the RTMT algorithm to satisfy the performance require-
ments on practically sized DSs.

2.3.1   Step 1: Data preprocessing
The distribution circuits are usually very extensive, and as a consequence, auto-
mated applications designed for these networks have to process a large amount of 
data. Therefore, the computational efficiency of these applications relies upon pre-
processing techniques to reduce the amount of data to be analyzed. This subsection 

Figure 2.1    Flowchart of the RTMT implemented in COPEL
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details the preprocessing routines (Step 1) used to provide the necessary information 
for the real- time load modeling (Step 2).

As the consumer data (energy consumption, classification, and typical load 
profiles) and the network data (line and equipment parameters) do not change sig-
nificantly along with the SCADA sampling, their preprocessing procedure can be 
performed off- line. The energy consumption is updated monthly, and the network 
data only changes when new equipment or cables are added to the system. Basically, 
these two preprocessing routines filter the necessary data in a more extensive data-
base for the feeders monitored by the RTMT.

The network topology preprocessing updates the feeder topology according to 
the switch statuses in real time. The network topology preprocessing and real- time 
updating of the DS network are based on the use of the graph tree encoding named 
node- depth encoding (NDE), which ensures a high computational efficiency [13]. 
Each graph tree stored in NDEs represents a DS feeder, where the graph nodes 
represent the DS buses (substation, zero injection buses, or load buses) or sectors,† 
and the graph branches symbolize switches or conductors. If a topology change is 
detected, i.e., changes in switch status, NDE operators are responsible for the effi-
cient updating of the network topology stored in NDEs. The topology changes are 
detected via changes on switch status telemetered by the Supervisory Control and 
Data Acquisition (SCADA) system and database updates for manual switches. NDE 
details and their computational efficiency for the treatment of DS problems are dem-
onstrated in Refs. [11, 13, 14].

The preprocessing of real- time measurements treats the electrical quantities pro-
vided by the SCADA system. Initially, the DS is divided into subnetworks named 
measurement areas (MAs) using the current topology of the feeder and the location 
of the available real- time measurements. In sequence occurs the processing of the 
value of these measurements, according to the sampling rate that they arrive, gener-
ally one per minute, for each telemetered device (this is the case in COPEL). It is 
essential to divide the feeders in MAs, as the real- time load estimator proposed in 
[12] uses this concept to take into account the possibility of multiple real- time mea-
surements in feeders (power flow and/or current magnitude), like other real- time 
load estimator in the literature [15–17]. The next subsection presents more details 
about the MAs.

In sequence, the method processes the measured values with the sampling 
method aiming to characterize them with the periodicity of the aggregated load 
curves (e.g., 15 minutes). At a specific instant  t , which triggers the RTMT, all the 
real- time measurements inside a time frame  t � �t  are used to define a conserva-
tive estimate of the measured value using the sampling method. This application 
assumes that the sampling time frame  �t  is sufficiently small, and so it is possible 
to model the measured values as stationary processes, as considered in the typical 
load profiles, i.e., the expected value and variance do not change within the time 
frame. Moreover, the measurement preprocessing provides a conservative estimate 

† A sector is a group of buses and conductors separated by switches.
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by using the maximum measured value inside a confidence interval of the samples 
as shown in (2.1):

 zest (t) = max fzi | Nz � 2.�z � zi � Nz + 2.�zg  (2.1)

where zi are the measured values acquired into the sampling time frame;  t � �t  is 
the standard deviation of zi; Nz  is the mean value of zi; and  zest  is the conservative 
estimated value of the measurement at  t  for the RTMT.

The choice of sampling strategy depends on the final application requirements. 
In other cases, other ones such as integrating the measured values along the time 
frame to represent the same amount of energy, using the mean value from the sam-
pled values, or even other time frames smaller than 15 minutes may be required 
depending on the application. Another important aspect is that in service restoration, 
it is interesting to give a conservative estimate because of the uncertainty associated 
with typical load profiles.

It is essential to point out that if a topology change occurs during the sampling 
time frame, the procedure must consider only the values sampled after this event, 
maintaining the sampling method as a stationary process. Figure 2.2 exemplifies the 
sampling process.

Although the measured values are generally precise, gross errors (Bad Data) 
still may occur, and as [12] exposes, detecting Bad Data in DS monitoring is chal-
lenging since there is a lack of measurement redundancy. In this regard, there are 
some propositions to detect Obviously Bad Data for DS monitoring, usually based 
on significant inconsistencies between measured values and other prior knowledge 
about the system (e.g., topology, typical load profiles, parameters) [15]. The RTMT 
implemented in COPEL aims to detect Obviously Bad Data based on the following 
inconsistency tests:

 • A measured value became zero without any topology changes (possible loss of 
communication).

 • A measured value is larger than two times the expected value given by the typi-
cal load profiles.

 • A measured value is greater than an upstream measured value (a case- specific 
rule defined by COPEL).

If any of these tests indicate the presence of Obviously Bad Data, the measure-
ment is discarded.

2.3.2   Step 2: Real-time load modeling
The real- time load estimator in [12] is composed of two stages, executed in dis-
tinguished time frames. The first one is named off- line load estimation and, in its 
procedure, there is no need for information updated in real time. On the other hand, 
the second stage, called real- time load adjustment, based on estimated values of 
SCADA measurements, needs to be updated in real time.
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2.3.2.1  Stage 1: Off-line load estimation
The first stage is accountable for the initial load estimation, and it uses prior knowl-
edge regarding the energy consumers. The loads are assigned as active and reactive 
power injections to buses with distribution transformers and their values are derived 
from the load aggregation process [8]. This procedure assumes that each consumer 
(cons) load is an independent random variable, with a probabilistic model given by 
its respective class and typical load profile.

Therefore, to obtain the load aggregation, the process must neglect the losses in 
the secondary circuit. Hence, the total load of each Medium- Voltage/Low- Voltage 
transformer  j  is also a random variable given by the sum of all loads connected to its 
secondary circuit. The load aggregation process provides a probabilistic load model 
to describe each distribution transformer by using consumer profile data and their 

Figure 2.2   Example of measurements sampling by the real- time measurement 
preprocessing. The final processed measured values are highlighted: 
(a) without topology change within the sampling time frame and 
(b) with topology change within the sampling time frame.
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energy consumption, which are represented by an expected value and a standard 
deviation at each instant  t  of one day as defined in (2.2) and (2.3).

Moreover, as the previous section states, the typical load profiles are obtained 
according to a predefined periodicity (e.g., at each 15 minutes). Any instant  t  within 
this periodicity has the same expected value and standard deviation (stationary pro-
cess). Also, it is possible to use different typical load profiles according to the type 
of day (e.g., weekday or weekend) and the season of the year.

 
mj(t) =

P
cons2j

mclass_cons(t) � Pbase_cons.
  (2.2)

 
�j(t) =

r P
cons2j

�
�class_cons. (t) � Pbase_cons.

�2
  

(2.3)

where  mj(t)  is the expected value for the active power of the load and  �j(t)  is the 
standard deviation of the aggregated loads at the bus  j  (or transformer  j ) at each 
instant  t ;  mclass_cons(t)  and  �class_cons. (t)  are, respectively, the expected value of the 
active power and the standard deviation of the typical load profiles of the consum-
ers at bus  j  at each instant  t ; and  Pbase_cons.  is the consumer base load given by its 
monthly energy consumption. Equation (2.2) provides the off- line estimation of the 
active load (power injection) at bus  j . The off- line estimation of the reactive power 
injection at bus  j  can be calculated similarly if analog information is available, or by 
using a typical power factor for each transformer (0.92 in this application).

2.3.2.2  Stage 2: Real-time load adjustment based on SCADA 
measurements

In this stage, the main goal is to adjust the load values that are the product of the first 
stage. The inputs for this process are the estimated values of the real- time measure-
ments that the preprocessing routines provide in an instant  t  and a load flow calcula-
tion performed in the DS considering the concept of MAs.

An MA is a connected subnetwork that includes only branches with no real- time 
measurements and whose connections to other MAs are made through branches with 
real- time measurements. Figure 2.3 illustrates a DS feeder divided into three MAs.

The real- time load estimator presented in [12] makes use of an efficient back-
ward/forward sweep load flow algorithm, which is based on the NDEs obtained by 
the preprocessing routines [11, 13, 14]. It is essential to notice that to perform this 
load flow calculation it is necessary to model the network, i.e., to obtain the math-
ematical representation of the circuit including all its components such as switches, 
voltage regulators, capacitor banks, transformers, and so on. Nevertheless, as the 
RTMT focuses on the service restoration application, it only considers the positive 
sequence.

After finishing the load flow calculation, it is necessary to evaluate, at the 
boundary of the MAs, the difference between the estimated measurement values 
(obtained by the sampling method in Step 1) and the calculated ones (determined 
by the load flow). If this difference is smaller than two standard deviations of the 
corresponding measurements, convergence has been achieved. Otherwise, the load 
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values estimated in Stage 1 are adjusted using these mismatches, and the process 
returns to the load flow calculation. This convergence test is defined in (2.4) and 
(2.5):

 
ˇ̌
zest (t) � zcalc (t)| � |2.�meas

ˇ̌
  (2.4)

 
�meas =

pr �
ˇ̌
zest (t)

ˇ̌

3   
(2.5)

where  zest(t)  and  zcalc(t)  are, respectively, the estimated value obtained from the 
preprocessing at instant  t  and the corresponding value determined by the load flow 
calculated from the load estimates. The  �meas  is the standard deviation of the mea-
surement device, and  pr  is the precision of the measurement device (in this work 
0.6% for current magnitude measurements and 2% for active and reactive power 
flow measurements). Only MAs with distribution transformers need load adjust-
ment, so that the convergence does not consider those without transformers.

It is fundamental to notice that, as the real- time load estimator does not deal 
with measurement redundancy, one of the two MAs created when there is a mea-
surement at each end of a branch will not be considered by the real- time load estima-
tor, because the upstream MA will have no load. Although this redundancy type is 
rare in Brazilian DSs (COPEL cases do not exhibit it), the real- time load estimator 
implemented in COPEL could deal with it by applying the method presented in [18].

The process to perform load adjustment uses the mismatches in the active and 
reactive power ( �PMA ,  �QMA ) of each MA. They are calculated separately for each 
MA by subtracting the values of downstream MAs, as shown, respectively, in (2.6) 
and (2.7):

 �PMAi (t) =
�
Pups
esti (t) � †Pdowns

esti
(t)
�

�

�
Pups
calci

(t) � †Pdowns
calci

(t)
�
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(t)
�
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Figure 2.3    Example of distribution feeder divided into MAs
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where  P
ups
espi

(t)  and  P
downs
espi

(t)   (Q
downs
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(t)  and  (Q
ups
espi

(t))  are the estimated active (reactive) 
power flow measurements at the upstream and downstream boundary branches of 
the MA  i . The  P

ups
calci

(t)  and  P
downs
calci

(t)   (Q
ups
calci

(t)) ,  (Q
downs
calci

(t))  are, respectively, the active 
(reactive) power flows of the branch upstream and downstream of the MA  i  calcu-
lated by Stage 2.

In addition, with the calculated information, the current magnitude measure-
ments are converted to equivalent active and reactive power. In this way, it is pos-
sible to use them to define MAs and calculate their power mismatches with (2.6) and 
(2.7). Furthermore, Ref. [12] shows how to perform this procedure more closely. 
This reference also exhibits that it is possible to deal with voltage measurements 
along the feeder similarly, except for those in the substations that are the reference 
voltage for each feeder.

Furthermore, the process to adjust the load, estimated in Stage 1, distributes 
the mismatches of each MA regarding the value expected for the aggregated loads 
estimated in each MA. Equation (2.8) summarizes this procedure:

 mjadjusted (t) = mj(t) +
�PMAi�mj(t)P
i2MA mi(t)  (2.8)

Figure 2.4     Flowchart of the real- time load estimator (Step 2 of the RTMT 
implemented in COPEL)
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where  mj(t)  is the off- line estimation of the active load at bus  j , at instant  t , calcu-
lated using (2.2) and  mjadjusted (t)  is its new adjusted value. The procedure for the mis-
match of the reactive loads is similar, this time considering the off- line estimation 
of the reactive load at bus  j  at instant  t . Therefore, the process returns to the load 
flow calculation considering the adjusted load values. The flowchart in Figure 2.4 
summarizes the real- time load estimator executed in Step 2 of the RTMT, including 
Stages 1 and 2, and the input data from the preprocessing routines.

It is fundamental to highlight that there are other strategies for load adjustment. 
However, different approaches can result in different solutions because the load esti-
mation is, in essence, a rescaling process of the initial load values provided, consid-
ering a finite number of typical load profiles.

2.4  Application results

2.4.1   In-field verification
In order to perform in- field verification, a real distribution primary feeder responsi-
ble for supplying 7,305 consumers with 560 buses, 559 branches, and 192 transform-
ers from the city of Londrina, Brazil, was chosen. This feeder operates at 13.8 kV,  
and its single- line diagram is presented in Figure 2.5. Load profiles are characterized 
based on the utility company’s database, which contains 33 typical load profiles that 
are addressed to consumers in accordance with their classification and serve as a 
reference for the load aggregation stage. This is the first stage of the RTMT that was 
developed using the C language.

Monitoring devices were installed in three distribution transformers to validate 
the RTMT estimates. Note that measurements from these devices are not considered 

Figure 2.5    Real distribution feeder used in in- filed verification
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by the RTMT, serving only as reference values. In this validation process, RTMT 
performs the load estimation at the DOC every 15 minutes. Then, the initial and the 
final load estimates values are compared to the reference ones. The measurements 
used for validation were obtained by monitoring 15- minute intervals for a week in 
January 2016.

The chosen distribution transformers are divided as follows:

 • Transformer 1: Mainly residential consumers;
 • Transformer 2: Mainly commercial consumers;
 • Transformer 3: Mix of commercial and residential consumers;

The feeder in analysis has current magnitude and power flows (active and reac-
tive) real- time measurements, as illustrated in Figure 2.5. The power flow mea-
surements are obtained from the substation, while the current is from an automatic 
recloser along the feeder. To highlight the importance of the measurement prepro-
cessing (Step 1 of the RTMT), Figure 2.6 presents the measured values from the 
SCADA system for the feeder active power flow measurement (zi at each minute). It 
also shows the conservative estimation of the measurement value  zest(t)  obtained by 
(2.1) (output of Step 1 of the RTMT).

The possibility of obviously bad data occurrence must be evaluated since null 
measurement values are identified (communication problems in the monitoring sys-
tem may be the cause), as highlighted in Figure 2.6. The sampling method of the 
RTMT implemented in COPEL overcomes such kind of problem by using descrip-
tive statistics to characterize each time frame of measurements rather than the indi-
vidual measured values that are subjected to those failures. As it can be seen in 
Figure 2.6 this sampling method does not have a meaningful impact on the mea-
surements quality, as for some applications, such as service restoration, the interval 

Figure 2.6     Active power flow sampled values measured from SCADA and the 
estimated measurement values determined by the sampling method 
used in Step 1 of the RTMT
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is small enough so that it can be considered a stationary process. Furthermore, the 
accuracy impact caused by using time frame approximations rather than actual 
measurements is minor compared to other uncertainties. The reason is that the load 
estimation process uses typical load profiles. For other applications, such as state 
estimation, improvements in the sampling method of the RTMT implemented in 
COPEL may be required, as will be further discussed.

From the measurement values estimated by the sampling method executed in 
Step 1, the real- time load adjustment stage of Step 2 of the RTMT adjusts the load 
values estimated in the off- line load estimation stage. Figure 2.7 shows both the 
active power flow values estimated by the sampling method (Step 1) at the substa-
tion and the respective calculated values using the off- line load estimates, and the 
final RTME estimates (obtained after the load adjustment—the output of Step 2) . 
The curve that represents RTMT estimates is over the curve that corresponds to the 
sampler estimated values, which is expected by the RTMT algorithm. It is possible 
to note that using prior knowledge of typical load profiles alone, without real- time 
refinement, can lead to poor estimations.

The sampler also estimates current magnitudes, which are shown in Figure 2.8. 
Again, it is possible to see results similar to the previous one when comparing Stages 
1 and 2 estimations.

The transformers loading for the in- field validation process are shown in 
Figure 2.9. Measured values used as reference are shown in black, while estimated 
values for Stages 1 and 2 of the RTMT are shown in green and orange, respectively. 

Figure 2.7     Estimate for active power flow by the sampling method and the 
calculated values in Stages 1 (off- line estimate) and 2 (RTMT 
estimate) at the substation
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In all three transformers, Stage 2 of the RTMT was able to adjust the values obtained 
in Stage 1. This statement is valid for both active and reactive load estimations.

Estimations performed using the RTMT have attained better accuracy for 
Transformer 1 when compared to measurements for all days considered. A simi-
lar result is obtained for Transformer 2, with the exception of Sundays values. 
Meanwhile, Transformer 3 showed the least precision, even though the adjustment 
between Stages 1 and 2 has been significant. These differences in accuracy are most 
likely related to the quality of the data used in Stage 1, as typical load profiles avail-
able did not consider the differences between weekdays and weekends, which is 
specially concerning when evaluating commercial consumers. This problem is clear 
for Transformer 2, but more can be taken into account for Transformer 3, which 
had poor accuracy for every day. This lack of accuracy may be an indication that 
load profiles have been modeled badly. The inclusion of seasonal updates, improved 
probabilistic models, and smart meters data [19, 20] could enhance its performance.

Most RTMTs in literature are subject to such issues, as most rely on prior 
knowledge of typical load profiles. Still, this issue is rarely debated and the majority 
of works consider only ideal and controlled situations where prior profiles are good 
enough for the load aggregation process. Some cases even ignore load data, focusing 
the results on voltage magnitude and angle estimations [16, 17, 19–21].

2.4.2   Application in service restoration
This section discusses the utilization of the RTMT implemented in COPEL for sup-
plying SRS with load values in the real large- scale DS of the city of Londrina, 

Figure 2.8   Estimate for current magnitude by the sampling method and the 
calculated in Stages 1 (off- line estimate) and 2 (RTMT estimate) at 
the automatic recloser
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Figure 2.9     Estimates for active load obtained in Stages 1 and 2 of the RTMT 
and measured values on the in- field verification: (a) Transformer 1; 
(b) Transformer 2; and (c) Transformer 3
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Brazil. This SRS provides service restoration plans through network reconfiguration 
based on the pre- fault characteristics as given by the load estimations provided by 
the RTMT. The DS considered has 3,289 normally closed (NC) switches, 391 nor-
mally open switches, 36,851 buses, 7 substations, and 73 feeders and supplies more 
than 235,000 customers, with a nominal voltage of 13.8 kV. The monitoring system 
consists of 73 active and reactive power measurements located at each substation 
feeder and 41 current magnitude measurements along the feeders. The algorithm’s 
computational performance is also discussed in this section.

In order to evaluate the RTMT usage in service restoration, a single fault situ-
ation in the studied DS was simulated. Both RTMT and the SRS are executed once 
protection devices detect the problem. The RTMT is responsible for preprocessing 
the data gathered by the SCADA devices. As stated in the previous section, the 
preprocessing uses time frames instead of actual measurements, in this test case a  
15- minute time frame is assumed. Load values are sent to the SRS after the RTMT 
concludes its load modeling process. Figure 2.10 presents an overview of the RTMT 
integration with the SRS.

Whenever a fault occurs, SRS must isolate it by opening the necessary NC 
switches. This maneuver implies that systems operating in radial configuration can 
have healthy areas disconnected in the process if the NC switches being open are 
downstream the faulty one. Healthy areas that are disconnected should be restored 
[11] by the service restoration plan. The SRS is responsible for obtaining restoration 
plans that perform the least switching operations and restore the most healthy out- 
of- service areas in a radial configuration while respecting operational constraints, 
such as voltage limits, network loading, and substations loading. To verify that the 
constraints are not violated, the SRS performs a load flow considering the pre- fault 
condition as characterized by the RTMT estimations.

The computational efficiency of the RTMT is closely related to the preprocess-
ing routines, which are responsible for reducing the data volume and the number of 
files to be read by each routine. Its effect is highlighted in Table 2.1, which presents 

Figure 2.10     Flowchart of the interaction between the RTMT and the SRS. This 
feature provides the distribution transformer loads across the 
network in a pre- fault situation to support the optimized service 
restoration and fast inspection/repair planning.
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the data volume in Megabytes and the number of files read by routine. Off- line pre-
processing leads to a reduced execution time for the real- time routines.

The only routines performed in real- time are the network topology data preprocess-
ing, the real- time measurements data preprocessing, and the second stage of Step 2 (real- 
time load adjustment). This also highlights the scalability of the RTMT, since it was able 
to perform load estimation for a large- scale DS such as Londrina’s system in less than 6 
seconds, which is a reasonable execution time [12, 15].

2.4.3    Application in distribution system state estimation
Another possible application of the estimated load values is in a DS state estimator, 
providing better quality pseudo- measurements obtained directly from the RTMT 
results. This section illustrates the application of the RTMT load profiles, on the same 
feeder illustrated in Figure 2.2, with a state estimator based on information fusion [22].  
Like most distribution feeders, this one is monitored by SCADA devices at the 
substation and at a recloser that provides one measurement per minute, along with 
pseudo- measurements based on typical load profiles sampled at every 15 minutes.

Figure 2.11     Flowchart of the interaction between the RTMT and a distribution 
system state estimator. This feature provides the distribution 
transformer loads across as the necessary pseudo- measurement to 
ensure observability of the state estimation process.

Table 2.1    Data volume and processing time of the preprocessing routines.

Processing routine Number of files Data volume 
(MB)

Processing 
time (s)

Network data* 7 104.0 *
Consumers data* 3 369.0 *
Network topology data 17 0.021  � 2.00 
Real- time measurement data 14 8.0  � 3.00 
Stage 1—Off- line load 

estimation*
4 21.8 3.92*

Stage 2—Real- time load 
adjustment

16 4.2 0.24

*Off- line routines.
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Pseudo- measurements quality is one of the biggest setbacks for state estimators. 
This is because the lack of actual measurements implies the usage of a large amount 
of typical load profiles and other sources of complementary information to ensure 
observability. The strategy to use the RTMT results (the output refined load values) 
is an important application of the RTMT, improving the input information for the 
state estimator. Such types of applications are referred to as pseudo- measurement 
modeling and play a crucial role in the overall accuracy of the state estimator. 
Figure 2.11 presents an overview of the RTMT integration with a state estimator as 
a pseudo- measurement modeling technique.

To illustrate the results of this interaction between the RTMT and a state esti-
mator, a comparison of estimated and measured voltage magnitude values for 
Transformer 1 phase A , phase B , and phase  C   along an entire day is presented in 
Figure 2.12. Note that the measured voltages are used for comparison purposes only 
and were not considered as input to the state estimator. From the initially obtained 
load values of the RTMT, initial loadings for the transformers are obtained, which 
are then processed according to the SCADA measurements, resulting in the final 
real- time state vector of the distribution feeder. The sampling rate of the SCADA 
measurement (1 measurement per minute) is also an interesting feature illustrated 
in the figure, where a corresponding estimated state is obtained for each SCADA 
sample, resulting in an apparently spiked voltage profile but following fast transi-
tions occurring on the system. This is most notable in voltage transitions related to 
tap operations (indicated by fast and subtle voltage values transitions). These tap 
changes consist of tap operations at the on- load tap changer of the substation (a 
sudden increase of the substation voltage) and captured by the measured voltage 
values at the feeder’s bay and reflect on the most abrupt spikes of the estimated 
voltages.

Figure 2.12     Example of estimated voltage magnitude (one of the state variables 
in the state estimator) in the real feeder and its validation 
measurement
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2.4.4  Application for real-time load forecasting
As presented in Section 2.4.2, the RTMT implemented in COPEL supplies the SRS 
with the load values across the network to characterize the pre- fault steady- state 
condition. However, as the DS is a time- variant system, the load varies during the 
period of failure recovery. Therefore, to ensure a feasible recovery plan by the SRS 
in COPEL, it is necessary to use load values across the time intervals in a future 
forecasting horizon instead of just the pre- fault load values. In this way, it is possible 
to improve the RTMT implemented in COPEL with the inclusion of the nowcasting 
method proposed in [23] in its preprocessing step.

The term “nowcasting” describes a forecasting process that will obtain values 
for very short horizons and with real- time adaptation. In this case, forecasted values 
are adjusted to fit the ongoing load profiles, according to the available measure-
ments. Another essential aspect of nowcasting is providing high- granularity fore-
casts, which are adequate for real- time system monitoring and operation.

Figure 2.13 presents a flowchart of the load nowcasting concept, joining together 
the RTMT implemented in COPEL and a real- time short- term forecasting algorithm 
(based on the gradient boosting technique). This feature provides the distribution 
transformer loads across time intervals of a future forecasting horizon, supporting 
predictive network analysis by the distribution system operators. Observe that the 
forecasting models can be obtained off- line. In contrast, only an adjustment stage 
of such a model is performed in real time with a reduced set of information, mean-
ing the impact on computational efficiency should be minimal. In order to get good 

Figure 2.13     Flowchart of the load nowcasting concept, joining together the 
RTMT and a real- time short- term forecasting algorithm
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forecasting models, the data availability is crucial. Therefore, it is necessary to have 
historical data from the systems it will operate.

Initial results using the forecasting method proposed in [23] with COPEL sys-
tems presented accuracy compatible with the requirements of the DS real- time 
operation. The predictor accuracy is especially promising when considering 1- hour 
and smaller forecasting horizons. It comprises an exciting feature to enhance the 
quality of the load profiles or serve as complementary information for state esti-
mation in case of missing values. To demonstrate the forecasting precision of the 
nowcasting method, the forecasted load curve from one of the feeders (at the circuit 
breaker in the feeder’s bay) is compared to the actual measurements, as illustrated in 
Figure 2.14. The results are based on 3 hours of the nowcasting method forecasting 
period.

The performance is strongly related to the forecasting horizon since smaller 
intervals imply the algorithm can use more recent data, adjusting itself to possi-
ble changes in the load profiles. This can be clearly observed when comparing the 
estimated distribution density of absolute percentage errors (APE) and the mean 
absolute percentage errors (MAPE) distribution from 1- hour and 6- hour forecast-
ing intervals, as shown in Figure 2.15. This figure refers to the results obtained by 
the traditional persistence technique, the nonadjustable forecasting method gradient 
boosting regressor, and by the nowcasting method presented in [23]. These results 

Figure 2.14     Comparison between forecasted and measured values using the 
nowcasting method presented in [23]
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are related to a total of 40 measuring devices, considering the same day presented 
in Figure 2.14.

Figure 2.15 also highlights the accuracy of the nowcasting method presented in 
[23] when compared to traditional persistence techniques or nonadjustable forecast-
ing methods (in this example a gradient boosting regressor). It is noteworthy that 
persistence performance is generally poor when used to predict holidays or special 
event days loads, since it relies on previous day data. Although the focus of this sec-
tion is not an in- depth discussion of such particularities, those must be considered 
when analyzing this brief results presentation.

Furthermore, the nowcasting technique presented in [23] offers enough com-
putational performance to keep up with real- time operating requirements. These 
aspects make it a good choice for pairing with algorithms such as the RTMT, as it 
is adjusted in real time according to recent past measurements. In essence, nowcast-
ing can offer more accurate data to the operator and a predictive perspective, thus 
potentially improving load estimation within a short- time horizon.

Figure 2.15     Error distributions for each tested methodology considering 
different forecasting horizons: (a) Estimated distribution density 
of APE considering 1- hour forecasting horizons; (b) Estimated 
distribution density of APE considering 6- hour forecasting 
horizons; (c) MAPE distribution considering 1- hour forecasting 
horizons; (d) MAPE distribution considering 6- hour forecasting 
horizons
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2.5  Concluding remarks

Real- time monitoring of DSs is a practical engineering exercise. The operator’s 
expertise has a crucial role in ensuring that appropriate information is being pro-
vided for network analysis and control center applications. The low number of real- 
time measurements on the SCADA systems is a well- known and old challenge for 
proper grid assessment. The control center is embedded with diverse information 
with different levels of confidence. The operator is given the task to process such 
information adequately and extracts substantial knowledge about the power distri-
bution networks, thus ensuring a whole stack of quality of service.

Within such an uncertain environment, load estimation at medium voltage level 
comprises a vital feature for many applications. It can be seen as a preprocessing 
stage that provides pseudo- measurements for state estimation and is sometimes 
employed directly as a grid assessment tool. The load estimaiton at the medium volt-
age level also provides the majority of information on nowadays state estimators, 
supplies the loading characteristics for asset management, ensures technical con-
straints are met during switching operations and, finally, may be incorporated into 
a predictive analysis of the distribution networks. Thus, load estimation accuracy, 
computational performance, and availability are crucial for advanced distribution 
management systems.

Brazil’s practical experience demonstrates a significant dependence on typi-
cal load profiles and customer classification. Employing real- time measurements 
to refine such initial profiles is beneficial. It tends to provide increased accuracy on 
both active and reactive power loading of unmonitored (without sensors) distribu-
tion transformers. This must be supported by highly efficient computational tools 
to ensure real- time technical requirements at operation centers. The results of load 
estimation are naturally integrated with databases, instrumentation and automation 
systems, as well as real- time decision- making and network assessment tools. They 
increase operators’ flexibility since they can operate the system on tighter margins 
while ensuring security and quality.

The deployment of smart meters at the low- voltage circuits is drastically 
changing the load estimation procedures and purposes, sometimes even repurpos-
ing load estimation. However, this transition is not direct, and load estimators will 
not be obsolete tools. Although such new meters increase the accuracy for real- time 
operation, the smart meters alone will not provide the grid assessment for the entire 
network. The technical challenge due to the increased scale of incorporating low- 
voltage circuits into network models imposes numerical and computational chal-
lenges for state estimators. Besides, the lack of synchronization among SCADA 
measurements and smart meters, updated asynchronously throughout the day, also 
motivates the use of special aggregation techniques to provide loading information 
at medium voltage levels. Moreover, the increase in dispersed renewable resources 
at DSs, such as rooftop photovoltaics and energy storage, adds more uncertainty 
for proper load estimation, which also must incorporate distributed generation 
estimation.
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In this perspective, data analytics is prominent in processing diverse information 
from smart meters, customer classifications, weather conditions, and large customer 
behavior databases. The state estimator can then process accurate load information 
along SCADA measurements (and phasor measurement units ) to provide operators 
with real- time monitoring and operation capability, harmonically processing data 
and detailed network models together.
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Chapter 3

Practical experiences of distribution state 
estimation in real life

Goran Švenda 1

Distribution and transmission networks are fundamentally different (their purpose, 
concept, amount of real- time data, security, dimensions, and degree of automa-
tion). Accordingly, it is natural that an efficient distribution state estimation (DSE) 
model and procedure for its solution follow the characteristics of the distribu-
tion network (DN). Only such specialized model and procedure for its solution, 
integrated into the industrial- grade product, can be robust, fast, and their results 
are accurate enough for application in various distribution power utilities (DPUs) 
worldwide.

This chapter presents the experiences of real- life applications of the specialized 
DSE firmly integrated into the advanced distribution management system (ADMS). 
These experiences have been gathered over the years by realizing a large number of 
Schneider Electric projects worldwide.

3.1  Introduction

The imperative of today’s DPU is to increase the DN’s reliability, efficiency, and 
resiliency while reducing and/or at least delaying unnecessary investments and 
growing profits. To achieve these goals, DPUs are increasingly investing in advanced 
metering infrastructure, smart meters, smart appliances, automation, telecommuni-
cation infrastructure, and, of course, industrial- grade softwares. In this way, DNs are 
increasingly changing their traditional concept and becoming smart grid networks. 
Thus, DNs get not only new opportunities but also new obligations. Just to mention 
some of them, to:
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 • manage in real time all devices, consumers, and producers of electricity, and 
remotely controlled automation; this can be realized through a unique system 
with a unique database, mathematical modeling and data processing, and uni-
form calculations at the level of the entire DN;

 • raise machine- to- machine and human- to- machine communication to a much 
higher level;

 • realize fully integrated, self- awareness, self- regulating, and self- healing DN;
 • optimize the consumption, supply, and production of electricity;
 • ensure optimal use of the existing human resources and other resources that are 

managed;
 • provide reliable monitoring, control, analysis, communication of the field 

crews, and so on.

All this will enable better real- time monitoring, management, and control of 
DN, reduce technical and commercial losses, improve reliability indices and, above 
all, increase end- user satisfaction. For this to happen, it is necessary to provide a 
minimum of the following, to:

 • take full advantage of new DN opportunities, smart equipment, and technologies;
 • fully cover DN with a reliable, redundant two- way communication system;
 • apply advanced information technologies and operational technologies 

 (IT/OT);
 • achieve complete and reliable integration of all internal and external systems.

Complete and reliable integration of all internal and external systems (supervi-
sory, control, and data acquisition (SCADA), geographic information system (GIS), 
billing, customer information system (CIS), etc.) is a crucial moment, the foundation 
for realizing smart grid DN. This integration is realized through a unique advanced 
distribution management system (ADMS) with numerous real- time and simulation 
functions. The DSE results are the primary source of information for almost all these 
functions. Therefore, the capabilities and quality of results of all other DMS func-
tions (primarily real- time functions), and the capabilities and quality of the entire 
smart grid DN, depend on the reliability, speed, and quality of DSE results.

Since the last decade of the previous century, DSE models and procedures for 
their solution have attracted significant research interest and led to the publishing of 
quite a few scientific papers. These research studies and papers are predominantly 
directed toward the mathematical improvement of models and procedures for their 
solution but not toward their practical application and verification in real DN, in real 
life. Therefore, this chapter presents and analyses the conditions under which DSE, 
in real life, can be practically applied in today’s DNs. The analyses are based on the 
author’s experiences in many projects implemented worldwide in diverse distribu-
tion environments [1].

In this sense, the setting of the problem of state estimation in DN is given in 
Section 3.2. The need, expectations, and practical issues of integrating DSE into 
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industrial- grade products are discussed in Section 3.3. The achieved results in the field 
of DSE are presented in Section 3.4. Expected directions of DSE development, as new 
challenges and new expectations, for researchers, writers, development companies 
(and product vendors), and users of ADMS software, are discussed in Section 3.5.  
Conclusions and used literature are presented in Sections 3.6 and 3.7, respectively. 
A brief overview of Schneider Electric DMS Novi Sad is given in Appendix.

3.2  Problem settings

As the essential energy function of modern ADMS and one of the critical factors 
for realizing smart grid DNs, DSE has been one of the biggest research challenges 
in DN calculations for years. Numerous papers focus on it, providing diverse ideas, 
mathematically high- quality models, and procedures for their solutions. Some of 
them are presented in other chapters of this book. Unfortunately, published models 
and procedures are rarely practically integrated into the ADMS and smart grid con-
cept. Thus, the list of papers proving practical experiences of long- term application 
and verification of DSE in real, multi- voltage active DN, with large dimensions, in 
real time, is short. Despite many published papers, the lack of a long- term applica-
tion of DSE in various DPUs in real life is the main reason why the standard DSE 
model and procedure for its solution have not been established yet. For the same 
reason, to date, the standards of its practical application have not been defined in 
terms of the rules of its full integration into modern industrial- grade products, i.e., 
into the overall smart grid concept.

For that to happen, it is necessary to look at the state estimation problem from 
its importance for the entire distribution engineering, primarily in real time. At the 
same time, it is essential to consider the characteristics of DNs and the possibilities 
of today’s DPUs. The distribution companies’ wishes, interests, and practical pos-
sibilities must also be considered and compared with the requirements that must be 
met for the published DSE models to be practically applicable. Unfortunately, there 
is a big, silent gap between theory and practice today. First of all, to understand this 
gap and then narrow it, it is necessary to start from the experiences gained in the 
application of DSE in real DNs, in real life.

At the same time, the essential question is “What have we learned from the 
implementation of DSE in the field, and how can we use these experiences in the 
future?”

3.2.1   Background
The intensive development of the smart grid concept and its establishment in the 
DN is growing interest in DSE development [2–28]. Numerous papers have been 
published on this topic in the past 30 years. In these papers, various DSE models can 
be recognized, and to list some of them: models in which the traditional transmission 
network state estimation (TSE) [6, 7] is adapted for application in the DN environ-
ment [3, 8–10]; models for simultaneous state estimation of transmission and DNs 
[11, 12]; highly specialized models for DN [4, 13–18]; models based on heuristic 
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rules [13, 15], or probabilistic rules [9, 10, 14, 15, 18]; models in which the state 
vector consists of buses voltages [3, 5, 8, 9, 14], or the branch currents [18–21]; 
models in which measurements of active and reactive powers, currents, and voltages 
are processed simultaneously [9, 13], models in which voltage measurements are 
neglected [19, 20], i.e., models that take into account synchronous measurements 
of voltages and currents phasors [5, 10]. Also, very different procedures are used 
to solve the previously presented models. Only some of them are weighted least 
squares (WLS) [8, 9, 11, 19, 20], decomposition of WLS problem of entire DN into 
a set of separate WLS problems [18], fuzzy logic [22, 23], artificial intelligence [24], 
and so on.

Unfortunately, there are very few papers in which models and procedures are 
integrated into the industrial- grade product, and fewer are papers in which the results 
of the practical application of the entire solution are presented. If low- voltage net-
works are considered, real demonstrations of this technique are even fewer.

Finally, based on a literature review, it can be concluded that the standard DSE 
model and a procedure for its solution have not been determined yet despite a wide 
range of very high- quality papers and decades- long research. This issue and the 
gaps between wishes and practical possibilities and challenges and experiences were 
discussed at the IEEE General Meetings in 2013 [25, 26] and 2014 [27, 28], respec-
tively. Unfortunately, that discussion is still relevant.

Of course, many questions arise. Some of them are why this is the case, what 
the problems related to DSE are, what the practical application is, and how progress 
in this area can be made toward high- quality and practically applicable solutions. 
Finally, why, unlike transmission networks, an industrial- grade DSE product has not 
been established yet? Key issues, practical application experiences, and answers to 
the most raised questions are considered below.

3.2.2  Sources of the problems
Based on the experience of DSE practical application on numerous real- life pro-
jects worldwide [1], the primary sources of problems of practical implementation of 
industrial- grade DSE products can be divided into the following four groups:

1. characteristics and possibilities of today’s DNs;
2. different wishes, interests, and practical possibilities of the users, researchers, 

and development company of DSE systems;
3. attempts to apply the models and procedures, which were developed for the 

needs of transmission networks, into DNs;
4. DSE is not a stand- alone application.

3.2.2.1  Characteristics and possibilities of today’s DNs
In this section, the characteristics of DNs are considered. These characteristics make 
essential differences related to transmission networks, and as such, directly impose 
the need to differentiate their models and procedures for their solutions. At the same 
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time, these differences affect the possibilities of their practical application and the 
quality of their results in real transmission and distribution networks.

Unlike transmission networks, DNs and their characteristics can be very dif-
ferent. To see this, it is necessary to compare concepts of the DNs in America, 
Europe, and Australia. The consequence is that DNs can be balanced or unbal-
anced systems with symmetrical and asymmetrical states and entirely radial or 
weakly mashed schemes, with a dominant medium- voltage or low- voltage part 
of the network, and so on. At the same time, the distribution of electricity can be 
realized with four, three, two, or even with one conductor (single wire earth return 
DN).

In the following text, the basic characteristics of distribution and transmission 
networks are individually considered and compared: their purposes, dimensions, 
parameters, topology, redundancy of telemetry measurement values, consumption 
and production, degree of automation, and telecommunication infrastructure. All in 
order to better understand the state estimation problem of DNs.

3.2.2.1.1 Concept change
Today’s DNs are planned and built as if they will forever be exclusively passive 
networks. They implied that the transmission of electricity (active power flows) is 
exclusively from the root of the DN to the end consumers. Its consumers are of low 
power, and their values are individually challenging to predict. With the introduction 
of distributed generators, electric cars, and energy storages, traditionally passive 
DNs become more and more active, with active and reactive powers having both 
directions (bidirectional power flow).

The four quadratic power flow direction of the DN with the distributed genera-
tor is given in Figure 3.1 [29]. Active and reactive powers injected into DN, power 
factor, and current phase angle for possible DN states are shown (voltage phasor is 
a reference with respect to phase angle). In passive DN, active power flows are one- 
way, from the root of the DN to its consumers, in this case quadrants I and IV are 
possible. That is vertically oriented DN. Unlike passive DN, in an active DN, active 
power flows can be bidirectional and all four quadrants I, II, III, and IV are possible. 
That is horizontally oriented DN.

DPUs and their management systems cannot quickly adapt to the new situation 
and promptly transform DNs, their technologies, and principles, from the concept of 
passive DN to the concept of active DN. Real- time operation planning and flexibility 
services will be the basis of real- time management in the transition period. Quality 
DSE is the basic DMS function in such management, and the quality of the entire 
real- time smart grid management depends on its results.

3.2.2.1.2 Dimension
The dimensions of DN are incomparably larger than the dimensions of transmis-
sion networks. Due to such huge dimensions (they can be larger than a million 
nodes), it is simply unthinkable to form and solve a model of the entire network 
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simultaneously. In fact, it is not even necessary because, in most calculation*, each 
DN root can be treated individually. In that way, the problem of model dimensions 
is reduced to the problem of model dimensions of the largest root. Note, the root of 
the DN is the exchange node between the distribution and transmission network, 
which is usually the busbar at the primary side of the supply transformer.

Regardless of the size of the model it is necessary to automatically form, cor-
rect, and solve the DSE model after each change in DN. This procedure must not be 
limited to the number of network buses and/or locations and the number of measure-
ments. Drawing on experience, it is recommended to implement these procedures 
based on incidence matrices (buses to branches, and branches and shunts to areas). 
The observable areas and voltage regulation zones can be automatically formed 
based on these matrices. Processing of the power/current measurements and voltage 
measurements are enabled based on observable areas, and voltage regulation zones, 
respectively, Section 3.3.2.1.

The observable area of the DN is considered to be the part of the DN connected 
to the rest of the network exclusively via branches with power/current telemetered 
measurements. The voltage regulation zone consists of the root of the voltage 

* The exception is, somewise, optimal network reconfiguration, but this DMS function is not the subject 
of this text.

Figure 3.1     Four quadratic flow directions of a DN with distributed  
generators [29]
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regulation zone (a node on which the voltage value is controlled, e.g., bus on the 
secondary side of the under load tap changing transformer), and all nodes below that 
node, up to the first next node in which the voltage control is performed too.

3.2.2.1.3 Network parameters
The section lengths in DNs are significantly shorter than in transmission networks. 
In DNs, they can be from a few meters to several kilometers. Therefore, there is a 
wide range of values of their parameters, which directly affect the stability of calcu-
lations based on the matrix model of the network – the so- called problem of the ill- 
conditioned Newton–Raphson- based load flow equations. The ratio of the imaginary 
and the real parts of the conductor’s impedances have significantly lower values in 
the DNs than in transmission networks. So, traditionally used fast- and high- quality 
procedures in transmission networks, such as Fast- decoupled load flow [30], cannot 
be used in DNs.

In transmission networks, the imbalance of the elements is minimal. So, by 
their presence, these elements cannot significantly disrupt the symmetry of electri-
cal quantities of the transmission network. It can be considered that the equality 
of modules and mutual phase shift of three- phase voltages and currents and three- 
phase quantities of the active and three- phase quantities of the reactive powers is 
preserved. Also, it is considered that the consumption, i.e., production in each three- 
phase node, is evenly distributed in phases. In accordance with that, it is consid-
ered that all elements, its production, consumption, and thus the entire transmission 
network are balanced, i.e., that the regime of that network is symmetrical. Based on 
that, calculations in transmission networks can be realized on the model of only one 
phase, that is, only on the direct sequence of domains of symmetric components.

In contrast to transmission networks, in DNs, elements, sections, consumers, 
generators, and so on are predominantly unbalanced elements, especially at the low 
voltage level (these are single- and two- phase elements; note: even when they are 
three- phase elements, they are commonly unbalanced elements). As such, these ele-
ments disrupt the symmetry of the DN electrical values by their presence. Therefore, 
the models of DN elements and their influence by phases cannot be decoupled. 
Modeling DNs as unbalanced networks significantly increases:

 • the level of complexity of the formulation of the state estimation problem; this 
primarily refers to specialized models of sections, transformers [31], and con-
sumers, which can include the effects of unbalanced elements (e.g., their param-
eters, geometry, and phasing);

 • dimensions of the entire DN model; it must not be forgotten that the model’s 
dimensions are growing not only due to the increase in the number of phases 
that must be modeled at the same time but also due to the significantly larger 
number of nodes that DN has.

As a result, the time required to prepare the model and the number of iterations 
to solve it increase. That is, the speed of the entire calculation decries.
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3.2.2.1.4 Topology
The structure of DN is dominantly radial, rarely, or only occasionally, with a small 
number of loops (so- called weakly meshed network). Topology changes in the DN 
happen every day, and they are incomparably more frequent than changes in the 
topology of transmission networks. The entire DN of one DPU is divided into gal-
vanically separated roots. These roots occasionally exchange parts of their network. 
Consequently, not only the topology of the network parts has been changed over 
time but also the structure and dimensions of the DSE model. Therefore, every real- 
time system must be aware of changes in the DN topology, and, based on these 
changes, it must automatically form or correct the network model (topology matrix). 
Commonly, this automation is realized by network inspection (graph theory).

Thereby, topological data include all fast and slow status changes of the switch-
ing equipment, tap changer positions of control transformers, equipment for chang-
ing the capacity of resources for reactive power compensation, and so on. These data 
are collected by SCADA, substation automation, and manually.

3.2.2.1.5 Redundancy
The minimum amount of data required for an unambiguous calculation of power 
flows (to determine the network state vector) represents redundancy 1 (100% 
observability). In general, the data are redundant if its removal will not impair 
the observability of the network. Two redundant measurements are measurements 
whose simultaneous removal will make the system unobservable [7]. In transmis-
sion networks, the redundancy value is from 1.5 to 2 and even greater than 2, while 
the number of virtual and fictitious measurements is relatively small. In DN, the 
redundancy of the measured data is far smaller. Based on the literature, its value is 
0.2–0.3 [32], but based on practical experience, for a large number of projects, it 
is far smaller, on average even below 0.05. Such a significant lack of data makes 
it impossible to unambiguously calculate the power flows in the DN, let alone to 
estimate the state, with its classic step of “bad data detection”. Under such circum-
stances, the estimation of the topology and parameters of real DN elements, in real 
time, is at the level of initial ideas, far from any practical application and verifica-
tion in real DNs.

Data redundancy values recorded on ADMS projects done in Europe, Asia, and 
North and South America are shown in Figure 3.2 (redundancy values for 43 DPUs 
are indicated in different colors). Redundancy was calculated as follows: the total 
number of telemetry measurement values was divided by two and divided by the 
number of DN nodes. The average redundancy value is 0.02, and the maximum is 
0.12, in any case far less than 1 and far below the standard values in transmission 
networks. So far, only the medium voltage (MV) network has been considered. If 
the low voltage (LV) network is added, the value of redundancy decreases further.

In the state estimation, zero active and reactive power injection values for all 
nodes, without consumption and/or production, can be used as virtual measurements. 
If virtual measurements are treated as additional telemetry values, the information 
needed for unambiguous calculation of power flows, and thus for state estimation, is 
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significantly increased. But the value of redundancy is still far from 1, which is not 
enough for an unambiguous calculation of power flows.

In any case, DN is a dominantly unobservable network. This is one of the rea-
sons why the application of the classical state estimation model (which is created for 
transmission systems with a high degree of redundancy) in DN often does not con-
verge. However, if it does converge, its results are usually of low reliability (primar-
ily due to high fluctuations, uncertainties of injection of consumers and generators).

3.2.2.1.6  Consumption and production
Consumption and production in transmission networks are usually large, stable, and 
relatively easy to forecast. Therefore, the quality application of a large number of 
real- time functions and functionalities (state estimation, voltage and reactive power 
regulation, economic dispatching, unit commitment, etc.) has long been possible in 
transmission networks.

Individual consumption and production in DN are minimal, usually from a few 
kilowatts to a few tens of kilowatts. In practice, for completely unpredictable rea-
sons, these values can radically change or fluctuate in a very short period of time. 
Therefore, production and consumption in DN are and must be treated as difficult to 
predict. Load forecasting tools for a large number of MV and LV consumers are still 
being developed [33, 34]. The consequence of the great uncertainty of the injection 
into DN nodes is the great uncertainty of the quality of application of all resident, 
real- time functions (state estimation, Volt Control, Var Control, Volt- Var Control, 
etc.).

In such circumstances, the lack of real- time data must be artificially compen-
sated. Based on historical data, a historical consumption model is formed. It consists 
of qualitative and quantitative indicators of the burden on all consumers. In order 
to form quantitative consumption indicators, it is necessary to group all consum-
ers according to the similarity of their diagrams. Unique normalized consumption 
diagrams (diagrams of active and reactive powers and/or currents and power fac-
tors) are formed for each group of similar consumers for all characteristic days and 

Figure 3.2    Redundancy in DNs [1]
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characteristic periods [35]. Quantitative indicators are defined for each consumer. 
They can be the energy taken by the consumer, the average power consumption, 
or the maximum current. Based on the historical consumption indicators, the first 
assessment of the regime of the considered DN at the considered moment is per-
formed. This approach has significant advantages overload models based on all con-
sumers’ individual daily load diagrams. The advantages consist of the following:

 • significant reduction in the amount of data that needs to be collected, processed, 
and maintained;

 • great memory savings;
 • increase the speed of all real- time calculations.

All this without a visible reduction in the quality of the state estimation results.
Example:
If DN has millions of consumers, and if the measurements of active and reac-

tive powers are obtained from smart meters with a resolution of each minute, and 
recorded as floats (4 bytes), then it is necessary to store 3.8 TB values in a year. At 
best, 65 GB is required if hourly values are recorded. The additional problem is that 
it is most efficient for real- time calculations (the fastest access is provided) if data 
are stored in memory (RAM) and not in the data warehouse. If the same consum-
ers present themselves with, e.g., 1,000 characteristic consumers, each with two  
24- hour diagrams (active and reactive power diagrams), for three characteristic 
days, and four characteristic periods, then the total required amount of data (2 106 + 
103 576) is � 4 bytes � 10 MB. That’s 99.985% less than 65 GB! The basic problem 
of this approach comes down to determining the best group of similar consumers, 
especially when the number and dimensionality of time series are huge [33].

3.2.2.1.7 Automation and remote control
Today, the level of automation, and thus the possibilities of remote control in DNs, 
is very modest. Compared to transmission networks, even at a very low level. The 
reason for that is the fact that for decades, significantly less was invested in the 
equipment and infrastructure of DNs, especially in their telecommunications. In 
addition to being modest, automation and remote control in DNs are based on very 
different devices, software, and heuristic solutions. Some of them are automatic 
voltage regulators which have a preset characteristic of the voltage control law, 
supply transformers and feeder voltage regulators with set- point values, capacitors 
and controllable distributed energy resources (individual distributed generators and 
energy storage devices), Yukon feeder automation, substation automation, peer- to- 
peer communication, and so on. Such a situation further complicates the formation 
of a quality DSE model and procedures for its solving.

In addition to various solutions, which are the product of different manufac-
turers, the regulation is conditioned by various systemic and technical rules and 
limitations. Some of them are the maximum number of changes in the status of 
the capacitor bank in one day; the minimum time allowed since the last change; 
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load change position speed; system constraints related to the maximum allowable 
change of reactive power in DN, and so forth. These and similar rules and limita-
tions directly affect the formation of the DN regime and, as such, cannot be ignored. 
They cannot be modeled within DSE, but their effects can be considered well within 
specialized algorithms for power flow calculations, volt var control, and so on. This 
is certainly a sufficient reason why both power flow and DSE must be integrated into 
the industrial- grade product. In this way, power flow can be used within the DSE as 
one of its basic subfunctions.

3.2.2.1.8 Telecommunications infrastructure
The development of the smart grid concept and the application of IT/OT solutions 
directly depend on the data exchange’s accuracy and speed. This exchange is limited 
by the capabilities of the communication system (with its redundancy, availability, 
bandwidth, network capacity, and latency). So, in order to establish a robust and fast 
real- time ADMS system, it is necessary to provide a quality telecommunications 
infrastructure. This quality is defined by the following requirements: a dedicated 
redundant telecommunications connection with a pre- defined minimum capacity, 
the availability of communication links, and latency.

When meeting the previously set requirements in the DN, the following prob-
lems are encountered: insufficient speed, limited flow, and/or incomplete redun-
dancy of connections, both between facilities and toward real- time centers (data 
centers and dispatch centers). An additional problem is the fact that very dif-
ferent systems and technologies are used to transfer data. Some of them are local 
area network – Ethernet, neighborhood area network, wide area network, Home 
area network, general packet radio services (GPRS), asymmetric digital sub-
scriber line (ADSL), radio frequency, optical ground wire, all- dielectric self- 
supporting, IP/Ethernet comm, power line communication, network, broadcast 
over power line, worldwide interoperability for microwave access, point- to- point  
(TR- 45), synchronous digital hierarchy, wireless local area network, ZigBee, and oth-
ers. Different systems are used at different voltage levels. If it is known that these sys-
tems and technologies have very different values of reliability, speed, and bandwidth, 
it is clear that the synchronization of their data is one of the biggest problems in the 
application of real- time systems. Very interesting research on the impact of data trans-
mission systems on the quality of state estimation results in transmission networks is 
presented in [36]. This research should be extended to much more complicated DNs.

The redundancy problem has to be considered on two bases: redundancy of 
telemetry measurement values and redundancy of transmission paths. As already 
emphasized, the redundancy of the measured real- time data is minor. The additional 
problem is that the redundancy of transmission pathways in DNs is also minimal. 
Finally, if the redundancy of data exchange (signal) exists, it is realized by com-
bining several different systems. Note: the radial structure of DNs has undoubtedly 
made its total contribution to making redundancy of transmission paths challenging 
to achieve.
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3.2.2.2  Wishes, interests, and practical possibilities
There are obvious problems, from diverse wishes to mutual misunderstandings and 
conflicts of interest, between researchers and writers on the one hand, and manufac-
turers of industrial- grade solutions and users of these solutions, on the other hand. 
From a theoretical point of view, researchers and writers mathematically offer better 
and better DSE models and procedures for their solutions (if they were not, they 
would not be able to publish them). Typically, the practical application of such com-
plex models and procedures requires radical changes and significant investments 
in DNs. Therefore, they are practically difficult to apply in most of today’s DNs, 
and as such, they are not interesting (cost- effective) for development companies of 
industrial- grade products.

At the same time, the interests of software producers and users are not the 
same. The user expects that the delivered solution is fully applicable in their DN 
and that it solves all their requests. Incomplete solutions, additional possibilities of 
an advanced solution, and a solution that requires bigger system changes and more 
significant investments are not of interest to users, both in technical and in mate-
rial terms. On the other hand, the manufacturer must deliver the same solution (or 
at least the most similar) in as many places as possible to do business positively. 
The reasons for this are straightforward, the delivery of the same/similar solution 
drastically reduces problems and investments related to the development, practical 
implementation, and then maintenance of the delivered solution. Under such condi-
tions, the manufacturer does not have to hire many experts with different domain 
knowledge for a long time to take care of numerous projects with different solutions. 
Conversely, any deviation from a unique, basic solution raises the price of the offer 
and usually makes it economically unacceptable to the user.

In accordance with the above, it is a great challenge for everyone to solve the prob-
lem of DSE in terms of fulfilling the wishes and interests of users and manufacturers of 
DSE systems. This solution must undoubtedly be in accordance with the capabilities of 
today’s models and procedures for their solution and the quality of telecommunications 
infrastructure, equipment, and IT/OT technology. Experiences from successfully imple-
mented projects can greatly help to set the problem and solve it.

Finally, the consequence of significant differences between transmission and 
DNs is that conventional models, developed and applied in transmission networks 
and procedures for their solution, are unusable at the level of DN [16, 37, 38].

3.2.2.3  TSE vs DSE
The idea of TSE is well known. Its standard model was established in the 1970s 
[39–41], and the industrial- grade product was realized and verified 40 years ago. 
Due to a large amount of real- time data, estimation of state vectors, topologies, and 
even network parameters is enabled.

The idea of distribution network state estimation (DSE) was launched in the 
90s. References [8–10, 13, 19] are the first publications on this topic. Practical 
implementation and verification of the DSE models and procedures for their solu-
tion in real DN are underway. Despite the numerous papers published on this topic 
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so far, it is practically possible to verify the estimation of measurement values (state 
vectors) and a very modestly rough estimation of network topology. The estimation 
of network parameters is still far, far from practical application. The first industrial- 
grade products intended for the overall needs of DPUs were realized and modestly 
verified at the end of the last century. Today, they have made significant progress 
and are called the ADMS. Information about Schneider Electric’s fully integrated 
smart control system for power utilities can be found in Ref. [1].

The significant difference in the characteristics of transmission and DNs (pri-
marily in the value of redundancy of telemetry measurement values) means that 
both their state estimation models and the procedures for their solution are different.

3.2.2.3.1 TSE
In transmission networks, primarily due to the high redundancy of telemetric meas-
urement values, it is possible to directly estimate the values of voltage phasors – val-
ues with which the regime of DN best matches with telemetry measurement values. 
The concept of TSE, known as the classical WLS state estimation, was initially 
created for transmission networks and has long been established as the standard 
for transmission networks [6, 7]. It has been verified both in theory and in practice. 
Good characteristics of its application in transmission networks are the simplicity 
of model formation for a large number of measurements, high estimation accuracy, 
and fast convergence.

Problems with TSE application can occur due to its high sensitivity to gross 
measurement errors (the data seriously deviate from the actual) and failures in sig-
nal transmission systems and instruments. Problems of convergence and quality of 
results are common in networks with dominant measurements of current modules 
(especially with small values), low redundancy, and short sections. In general, the 
estimation of light- loaded DNs is a typical problem for TSE application, especially 
in DN with current measurements. Current measurement module treatment prob-
lems and their application in state estimation are well known [7]. In doing so, when 
the data do not follow the normal distribution, the least square method loses the 
original good characteristics.

In fact, TSE is sensitive to many common occurrences in DN.

3.2.2.3.2 DSE
The idea of state estimation in a DN is based on (1) observable areas defined by 
topology and incidence matrices (created based on power and current measurements 
locations); (2) voltage regulation zones; (3) fictitious measurements (provided by 
pre- estimation); (4) equations of a balance of P and Q of the area; (5) classic con-
strained optimization problem; and (6) load flow calculation. Due to the lack of data, 
very low redundancy, and the high sensitivity of the results to changes in voltage, 
state estimation is divided into two essential steps. The first step starts with estimat-
ing the total injections of each observable area. Load calibration of the total area 
injection to all area buses enables the power flow calculation of the considered DN. 
In the second step, the voltage values of the roots of the voltage regulation zones are 



42 Power distribution system state estimation

harmonized with the measurements of the voltage modulus and the previously cal-
culated voltage profiles within the zones. If necessary, these two steps are repeated 
until the desired accuracy is achieved – the last power flow results are best match the 
current topology and telemetry values of currents, voltages, and active and reactive 
powers. In doing so, power flows specialized for DN are used, e.g., back/forward 
sweep- based load flow calculation. Finally, the harmonized state gives the estimated 
state vector of considered DN. The DSE procedure’s basic steps for solving the DSE 
model are shown in Section 3.3.2.1.

Specialized DSE, developed in accordance with the common characteristics of 
the DN, has the following advantages, it can be practically applied in DN with: 
(1) light- or hard- loaded regimes; (2) only or dominantly current module measure-
ments; and (3) long and short lines, even those with zero value parameters (this is a 
classic problem for procedures based on node equations, nodal admittance matrix). 
Additionally, the DSE convergence is faster than the convergence of TSE when both 
are applied in the distribution environment, at least as the convergence of BFS- based 
load flow is faster than the convergence of NR- based load flow.

3.2.2.3.3 Comparison
Finally, the differences between distribution and transmission networks and prob-
lems of estimation of their states are apparent. Therefore, two utterly different load 
flow and state estimation concepts should be applied in transmission and distribu-
tion environments. For example, suppose the state estimation concept, developed 
and intended for application in one system, is applied in another. In that case, some 
of or all of the following consequences can be expected: convergence problem, low 
process reliability, low robustness, unacceptably poor assessment results, unnec-
essarily slow calculation, and so on. These concepts can only be applicable and 
give good results on a few well- chosen test networks. The large gap between theory 
and practice was highlighted and analyzed in detail at the IEEE GMs held in 2013 
and 2014 in Vancouver [25, 26] and Washington [27, 28], respectively, and in the  
journals [16, 42].

Theoretical and numerical comparisons between the application of a transmis-
sion and distribution power flow and transmission and DSEs are presented in Ref. 
[16, 42], respectively. In terms of speed, it has been shown that DSE applied in 
DN is even 50–60% faster than TSE (CPU times), depending on the initial solu-
tion. Apart from the state estimation concept change, the load flows specialized 
for DN certainly contribute to that. Specialized load flow calculation (e.g., branch- 
oriented, back/forward sweeping procedures – BFC) does not have the problem of 
short lines, even those with zero value parameters (a classic problem for procedures 
based on node equations). Furthermore, BFC procedures are significantly faster 
and more efficient than traditional Implicit ZBUS Gauss and bus- oriented (current 
injection and Newton- Raphson derivatives) procedures. According to research in 
Ref. [43], the application of BFC in DNs is as much as 2.50 times faster, at the 
time of calculation, than the application procedures developed for transmission 
networks.
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The additional problem is that by applying Newton- Raphson- based TSE into 
the distribution environment, all shortcomings of Newton- Raphson- based load flow 
would be transferred into the estimation of DN state. Some of them are higher CPU 
time, ill‐conditioned Newton- Raphson- based load flow equations for DNs, frequent 
topology change of DNs, and low X/R ratios that disable the application of Fast 
decoupled load flow in DSE calculation [16, 30].

Note: In the case of redundancy of 100%, both TSE and DSE reduce to the cor-
responding load flow models and calculation procedures. TSE reduces to transmis-
sion Newton- Raphson- based load flow and DSE to the distribution back/forward 
sweep- based load flow. These models and calculation procedures are conceptually 
different. In cases of measurement redundancy higher than 100%, TSE and DSE 
more or less represent extensions of the corresponding load flow procedures.

3.3  Industrial-grade product

Considering all the above, the great interest of users, and numerous quality papers 
published on this topic, the fundamental question “Why has not industrial- grade 
DSE product been established yet, as it was established for transmission networks 
a long time ago?” is still open. To answer this question, one must start with the fol-
lowing subquestions:

 • Are the developed models practically applicable? Or, must a new specialized 
model be developed that is much closer to the characteristics of distribution 
systems? Or have we just not found a way to adapt and practically apply the 
existing models?

 • Are DPUs ready for advanced applications integrated into an industrial- grade 
product? Or maybe, the benefits these systems bring are insufficient to encour-
age DPUs to invest in them?

 • What is a theory, and what is an industrial- grade product?

Based on the stated characteristics of DN and their differences concerning trans-
mission networks, there is an obvious need to implement specialized, conceptually 
different models and procedures for solving the state estimation problem in DN. 
These models and procedures need to be adapted to both the characteristics of the 
DN and the capabilities of users and manufacturers of ADMS systems.

In general, the problems to be solved can be divided into two groups:

1. problems of formation of the DSE model and procedure for its solution;
2. problems of practical realization of DSE in real life.

To solve these problems, multiple significant compromises are needed. First of all:

 • a compromise between very complex methods proposed in the literature and 
characteristics and practical possibilities of distribution utilities; and
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 • a compromise between wishes and expectations of the industrial- grade product 
researchers, manufacturers, and users.

The result of these compromises should be the best practical solution, one industrial- 
grade product that can be applied in real time in all DPUs (or at least the vast majority of 
them). In short, the essential characteristics of such a product should be:

 • very robust;
 • sufficient quality results;
 • fast enough calculation;
 • for practical application possible and reliable product.

These problems are discussed in detail below, and most of them are answered.

3.3.1   Requests for practical implementation in real life
One of the key questions related to DSE and the entire ADMS, as an industrial- 
grade product, is what do DPUs want, and what do manufacturers offer to them? 
Unfortunately, on this issue, customer requirements and expectations and system 
vendor capabilities are often on opposite sides.

The user expects the offered solution will fully satisfy all requirements, give 
sufficient quality results, and be a robust solution covering the entire DN. But, of 
course, 24/7/365 reliability is a mandatory request. At the same time, apart from the 
technical ones, the time and economic moments of contracting and realization of the 
system are also significant. Of course, the economical moment is often crucial, so 
the total price must be reasonable and justified with cost/benefit analysis. It is this 
moment that crucially influences the attitude of the manufacturer.

To be competitively affordable, the manufacturer must create a unique system, 
which has to be applicable in any distribution utilities with minimal corrections 
(minimum additional investments). In doing so, it must consider the significantly 
different characteristics of DNs and clients’ requirements worldwide. The require-
ments set ahead of system manufacturers are certainly aggravated by the fact that 
different standards, rules, work order procedures, and so forth, are applied in differ-
ent DPUs. At the same time, utterly different control devices with different local log-
ics (from different manufacturers), different signal transmission systems, different 
IT/OT technologies, and so on, can be found in DN.

To meet expectations, a compromise is needed. A compromise based on which 
a practically applicable specialized DSE model and a procedure for its solution can 
be formed. Model and procedure must consider all equipment and technologies and 
all available real- time and historical data and effects, such as local logic, load- to- 
voltage dependences, and so forth. At the same time, they must not depend on the 
dimensions of the network, network state, and the number of voltage levels. To 
achieve this, DSE must be incorporated into an industrial- grade product, and that 
product must be applicable in different DPUs, which DNs are (1) entirely or par-
tially covered by SCADA systems, (2) small or very huge, (3) passive or active, (4) 
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multi- voltage level, (5) radial or weakly mashed, and (6) (un)balance system with 
(un)symmetric state. Finally, in order for DSE to be a resident function, it is neces-
sary to ensure that DSE automatically adapts itself to changes in the system (after all 
changes in DN topology, a new system of equations and new optimization problems 
are automatically formed) and is executed automatically.

3.3.2  Problems of practical application and how to solve them
This section discusses the following problems of practical implementation:

 • Basic steps of the procedure for solving the DSE model;
 • Automatic sustainability, changes in the DSE model;
 • Effects of local automation and network self- regulation, due to load- to- voltage 

dependences;
 • DSE is not a stand- alone function;
 • Integration of DSE into industrial- grade product;
 • System architecture;
 • Verification of application.

3.3.2.1  Basic steps of the procedure for solving the DSE model
State estimation is a classic optimization problem, with its objective function and 
many technical and electrical constraints (limitations). Its goal is to determine the 
state of DN that is optimally harmonized with the original telemetered values of 
power/current and voltage measurements; historical data; laws of regulation of 
under- load tap- changing transformers; values obtained based on TSE, representing 
injections in DN; effects of different devices for regulation of active and reactive 
power, load- to- voltage dependences, and so on. It is based on previously prepared 
network data, historical data, and telemetered measurement values. The DSE opti-
mization procedure is iterative; voltage and power/current measurements are pro-
cessed sequentially in each DSE iteration. It fully follows the idea on which special-
ized power flow calculation in DN is based, e.g., the BFS procedure for power flow 
calculations [43–45].

Considering all the above and the very low redundancy of telemetric measure-
ment values, fast and sufficiently accurate estimation of injection into all nodes of 
one observable area is impossible. However, a fast and accurate estimation of the 
total injection of that area is possible. Based on that fact, a specialized DSE method 
and procedure for its solution have been developed.

The basic steps of a specialized procedure for solving the state estimation prob-
lem in DNs are shown in Figure 3.3. This procedure can be divided into two basic 
steps [16]: data preparation and the optimization procedure.

Within the first step, data preparation is realized through the following four 
substeps:

1. Basic load flow calculation – This is the first state assessment. It is realized based 
on the voltage at the DN root and predicted values injected into all DN nodes.  
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The first predicted injections were obtained based on historical and weather 
data. At the same time, the load flow calculation considers all effects, control 
lows, and rules of local logic;

2. Determination of fictitious measurements – To increase the degree of redun-
dancy, two types of fictitious measurements are introduced. First type: fictitious 
measurements of active and reactive power (values calculated in the basic load 
flow calculation) are assigned to each branch. Second type: fictitious measure-
ments of total active and reactive power (sum of injections of all buses of area, 
based on historical data) are assigned to each observable area. Certainties of 
fictitious measurements are equal to the certainties of their historical data;

3. Basic verification of original measurements – Verification is realized by com-
paring the telemetry values of measurements and the basic load flow calcula-
tion results. Additionally, heuristic analysis is performed only on measurements 
with uncertain quality;

Figure 3.3    Procedure for solving the state estimation problem in DN [16]



Practical experiences of distribution state estimation in real life 47

4. Determination of initial approximation – This consists of the first assessment of 
the DN state and the quality of the original measurements.

Within the second step, the optimization procedure is solved through the fol-
lowing five substeps:

1. Updating of derived power measurements – Each measurement of the current 
module is assigned two derived, fictitious measurements of active and reactive 
power. In the first iteration, these values are defined based on the basic load flow 
calculation. In the successive iterations, these values are defined based on the 
results of the last power flows;

2. Updating of unobservable injections of areas and verification of power/current 
measurements (first two WLS optimization problems) – In each iteration, non- 
observable injections of all areas and original power/current measurements are 
updated simultaneously. Lagrange equations are used to solve these two opti-
mization problems, one for real and one for imaginary parts. These verifica-
tions also include bad data detection of power/current measurements with gross 
errors (measured data seriously deviates from the calculated). The results are 
new power/current approximations with the original measurements at all points;

3. Updating injections of unobservable shunts and network state, so- called load 
calibration – represents updating previous approximations of injected active 
and reactive powers into DN nodes. Areas realize this according to the mis-
matches of active and reactive powers injected into the considered area. These 
mismatches are consequences of the differences between the most recent and 
previous approximations of injections in the area;

4. Updating voltages and network state (the third WLS optimization problem) 
aims to harmonize the last calculated DN voltage profiles with voltage measure-
ments, control low, and rules of local logic. The following load flow calculation 
is performed based on all regulation zones’ last updated root voltage values;

5. Verification of convergence – the iterative procedure is completed if the esti-
mated voltage values in the last two iterations do not exceed the allowable 
values (convergence criteria). If this is not the case, the iterative procedure con-
tinues by returning to the update of derived power measurements step.

3.3.2.2  Automatic model generation
The problem of large dimensions of the entire DPU network is overcome by divid-
ing the network into its galvanically separated parts. Each of these parts consists of 
the DN root and all the nodes supplied through that node. The DN root is usually the 
node of energy exchange between the distribution and transmission network – the 
primary side of the supply transformer. There are no electromagnetic connections 
between the galvanically separated parts of the DN, so for these parts, DSE models 
can be independently formed, and procedures for solving them can be independently 
performed.
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Due to the low redundancy, all galvanically separated parts are predominantly 
non- observable. A small number of observable areas are defined by branches with 
measurements of power and currents. By removing non- observable network parts, 
a high- dimensional model of highly non- observable galvanically separated parts of 
the DN is reduced to fully observable small- dimensional models of the same part 
of the DN. These areas consist of electrically connected elements without telem-
etry measurement values. They are connected to the rest of the network exclusively 
galvanically via branches with current and power measurements telemetry values. 
Areas are not observable in detail, but their total consumption is. In this way, solving 
the state estimation problem of predominantly non- observable large- dimensional 
DN comes down to solving the state estimation problem of an equivalent, fully 
observable network of small dimensions.

The idea of dividing DN into observable areas defined with power and current 
measurements is not new; it dates from the first to today’s papers related to DSE [13, 
18, 46]. However, the formalism for automatically defining observable areas and 
voltage regulation zones, based on which the DSE model and procedure for its solu-
tion are automatically generated, has only recently been presented in [16] for bal-
anced and in [17] for unbalanced DNs. Almost the same idea used to determine the 
areas defined with power/current measurements is also used to define the incidence 
matrix related to voltage regulation zones. In both cases, the starting point is the 
topology and incidence matrix. The concepts of observable areas and voltage regu-
lation zones allow power/current and voltage measurement processing, respectively. 
Frequent changes in topology, within one DN root or between a few of them, require 
equally frequent changes in the DN model. At the same time, these changes are trig-
gers for a set of resident functions. Accordingly, the DSE model and procedure for 
its solving must be automatically adapted to any change in the DN.

Finally, in order for DSE to be practically applied in real DN, in real time, it is 
necessary to provide automatic, fast enough data preparation and model formation 
(system of optimization problem equations), performing optimization procedures, 
displaying results, and forwarding them to other interested functions. Triggers of 
the set of resident functions, including DSE, can be a change in topology, a change 
in measurement above the allowable value, or an expiration of the allowable time.

3.3.2.3  Local automation
Very different types of control laws and rules of local automation of control resources 
can be found in DPUs. For example, depending on the type of capacitor bank con-
troller, its control may depend on changes in local values, e.g., voltage, active power, 
reactive power, current modulus, temperature, and time. But also, control can be 
conditioned by changes at the system level, e.g., due to transmission system operator 
requirements, high total harmonic distortion values, and so forth.

Depending on the type of local automation, its settings and the applied rules, 
various effects and their impact on the DN state must be considered. These are, first 
of all unplanned operation of the device, the so- called device hunting; automatic 
“restart” of the controller – switch to failsafe mode; violation of boundaries for 
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the implementation of commands – boundary conditions; unsuccessfully executed 
commands – command failed, with a re- attempt to execute a failed command – 
remediation, and finally removing the problematic device from the list of remotely 
controlled devices – exclusion list; time delay; a “watch dog” that monitors whether 
the setpoint value has been changed/confirmed, within the allotted time, if not the 
controller returns to the default value; and so forth.

3.3.2.4  Consumption self-regulation
There are two types of consumption self- regulation in power systems due to changes 
in voltage and frequency. In DN, only the first type is of interest.

Load- to- voltage dependences have been described in different ways. A simple 
ZIP model is most often used to describe consumption. Based on it, consumption 
is modeled as a combination of basic load types: constant power (does not depend 
on voltage change), constant current modulus and power factor (linearly depends 
on voltage change), and impedance/admittance constant (depends on the square of 
voltage change). Other models are used as needed, such as static exponential models 
and very complex advanced load models, such as models for constant energy and 
constant time consumption. One or more of the listed models are used depending 
on the final calculation goal, which of the advanced DMS functions are used, and 
what the desired accuracy is. For example, if the project goal is distribution system 
demand response, or energy conversation in closed- loop, then DSE must give very 
accurate results, and for that, it must use consumption models with the most quality 
response to voltage changes. Otherwise, for example, if only DN monitoring is of 
interest, then the simplest consumption models are good enough.

Here, we should add other effects that directly affect the quality of consumption 
value estimation, and thus the quality of the state estimation, such as coincidence 
factor, cold load pick up, decay effect, and load inertia after a temperature change. 
For the correct operation of DSE and all functions that rely on DSE results, local 
automation and the effects of self- regulation of consumer load due to voltage change 
must be taken into account. Direct modeling of these effects into a state estimation 
model is complicated and even impossible. Even to create a state estimation model 
that encompasses all these effects, that model would be highly complex for auto-
matic generation, practical application, and maintenance.

Based on everything shown so far and practical experiences, it is obvious that 
the DSE model and procedure for its solution alone are not enough to provide a 
quality estimation of the DN state. Based on experience, the fundamental problem 
is how to turn a good idea into a tool that can be practically applied in the whole 
DPU. Its components must provide monitoring, control, outage, and hazard manage-
ment, planned work management, storm management, network conditions analysis, 
network optimization, operation planning, network development planning, what- if 
analysis, and so on. Thereby, this tool must be a fully integrated smart control system 
for the entire DPU. So, different components are integrated into a single platform to 
achieve the desired functionality and accuracy of the results (Section 3.3.2.6).
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3.3.2.5  DSE is not a stand-alone application
First of all, real- time state estimation is not and practically cannot be a stand- alone 
software application that is not bundled with other software (self- sufficient for 
launch and implementation). The considerations that follow are in line with that.

Every industrial- grade product, which is intended for application in the entire 
DPU, from the dispatch center, through smart grid engineers, all the way to the com-
pany management, must have the following features:

 • primarily real- time- oriented product, which can perform various simulations 
(so- called “what- if” analysis);

 • solving all user requests quickly and accurately enough, in all possible situations;
 • no redundant data entry, i.e. it is not possible to enter any data in two or more 

places;
 • exchanging data with various internal and external parts of the DPU;
 • warranty and long- term maintenance;
 • price and time of practical implementation are mutually acceptable for both the 

user and the manufacturer.

To implement such a product (tool), DSE must be fully integrated into the real 
environment. In that environment, the exchange of historical and real- time data and 
data with all other functions and functionalities must be enabled. A rough picture of 
the functions and functionalities necessary for the operation of DSE and their data 
exchange is shown in Figure 3.4. Each block and each connection between blocks 
are problems for the practical implementation of DSE in a real environment and in 
real time. A detailed overview of all the challenges facing the realization of a practi-
cally applicable DSE is beyond the scope of this book. Therefore, these challenges 
are divided into critical parts and, as such, are only listed in the next paragraph.

Based on experience, the problems of practical implementation of DSE inte-
grated into the ADMS system can be divided into the following types of problems: 
data collection and preparation; formation of mathematical models and architecture 
of the system; system configuration and administration; integrations (adapters and 
integration platform); different services, standards, and protocols; customer envi-
ronment; real- time triggering; communications; different local logic and automa-
tion; closed- loop (if applicable); synchronization (from different vendors, different 
control devices, different command execution, different data collection); time and 
money (the project is a very consuming process); long- term system maintenance; 
subsequent addition and installation of new resources and technologies; verification 
system; and so forth. The list of challenges is certainly not final.

Each of the listed items is a problem for itself and the entire system. If only one 
of them is not well- made, the entire system will not be practically applicable.

It can be noticed that for the practical implementation of DSE, the problem of 
forming the DSE model and procedure for its solution is only one, a small problem 
in relation to the problems of creating and applying the entire industrial- grade prod-
uct in real life.
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In order to meet the previously set requirements and solve the problems, the 
industrial- grade product must be implemented on a single software platform. Its 
speed and robustness are ensured by applying a unique mathematical network 
model and a unique database available to all functions and functionalities and all 
users. Unique preparation and data processing, and the use of specialized models 
and procedures for DN, guarantee the quality of the results. Finally, the product 
must have a unique user interface for all real- time and all simulation activities to 
be easy to use.

This is achieved by integrating DSE into ADMS systems and integrating ADMS 
systems with various internal and external data sources, for example with: GIS, 
customer databases, billing, smart meter concentrators, advanced metering infra-
structure (AMI) head- end system, and so on. In this way, all ADMS functions and 
functionalities and all ADMS users have easy access to the state estimation results. 
Finally, a single integrated system reduces the costs and effort incurred during the 
collection, processing, exchange, use, and maintenance of the database and signifi-
cantly simplifies the administration of the entire system.

Keeping in mind all the above, from the characteristics of DN, the wishes, and 
capabilities of users and manufacturers of solutions, all the way to the features that 
must have an industrial- grade product, it is obvious that the model and procedure 
are one of the minor problems. The dominant problems are primarily related to the 
following:

Figure 3.4    DSE is not a stand- alone function [28]
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 • development of model, procedure, and tool based on which DSE can be inte-
grated into the industrial- grade product;

 • development of a common platform and adapter for data exchange – full inte-
gration of DSE and all other system components;

 • tools for coordinated actions of different program units;
 • practical implementation, with several critical steps, primarily the following: 

design of documents, adapting the product to specific client requirements, 
implementation of factory acceptance test, deployment on- site and site accep-
tance test, preliminary acceptance – GoLive, system commissioning and put-
ting into operation, until the warranty and maintenance of the system after the 
expiration of the warranty period;

 • verification of the realized solution, as one of the most challenging moments; 
the difficulty of its implementation depends on the final goal and requirements 
of the project (e.g., whether only DN monitoring or some of the automatic 
closed- loop functionality are expected); in addition, practical experiments 
are very demanding, both in preparation and in the implementation itself, and 
later in data processing; the additional problem is that experiments have to be 
repeated several times, so they are expensive and often critical for the user.

Finally, the DSE integrated into an industrial- grade product is not just a math-
ematical model of DSE and a procedure for solving it; it is a very expensive, com-
plicated, robust system within which state estimation can be performed reliably and 
quickly enough while providing sufficiently accurate estimates of DN.

The development and application of DSE integrated into the industrial- grade 
product are discussed below.

3.3.2.6  Integration of DSE into industrial-grade product
During the procedure for solving the DSE model, various data and calculations are 
used (the basic steps of the procedure are shown in Section 3.3.2.1). Due to the cir-
cumstances, DPUs store their data in different systems: GIS, AutoCade, CIS, billing 
system (BS), outage management software, various excel documents and text files, 
meter data management (MDM), advanced meter management (AMM) and auto-
matic meter reading (AMR) data collection systems from intelligent meters, enter-
prise resource planning, fixed assets database, meteorological data archiving sys-
tem, asset management, and so on. In addition to the previously mentioned internal 
systems, the operation of the ADMS system also requires data from external IT/OT 
systems (e.g., weather information system (WIS), energy market, e- mail services).

Typically, files with geo- referenced data (GIS files containing feeder data, or 
a portion of network data), as well as files from other systems (CIS, BS, equip-
ment data, etc.) are exchanged with the ADMS system via file transfer protocol 
(FTP) or secure FTP. At the same time, GIS is the primary system for building a 
network but not for real- time data. Depending on the type and capabilities of the 
intelligent meters available in the network, to exchange data with MDM and AMI 
(head- end) systems, it is necessary to implement (1) various integration messages, 
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which comply with IEC 61968- 9 and IEC 61968- 100; or (2) direct communication 
with devices via standard IEC 60870- 5- 104 and/or DNP3 protocols. It is necessary 
to enable the ADMS system to receive information registered on intelligent meters 
via the MDM system, e.g. warning before voltage interruption (“last gasp power 
down”), voltage re- establishment (“power up”), voltage too low (“under- voltage”), 
too high voltage (“over- voltage”), and establishment of normal status (“return to 
normal”). At the same time, the ADMS system must receive, process, and respond 
to messages with changes in voltage, active power, or reactive power – messages 
sent on its initiative by specially tuned smart meters (“bellwether meters”) every 15 
or 30 minutes “unsolicited inbound meter readings”). At the same time, it should be 
possible for the ADMS system to send query messages and receive a response on 
the status of the smart meter (“meter ping request”) and the current- voltage value 
(“meter poll request”), either individually per meter or for a group of selected intel-
ligent meters.

Such a complex exchange of data, and the coordinated operation of different pro-
gram units, requires the full integration of all system components. This integration 
must have a single place for data exchange, with all the necessary internal and exter-
nal IT/OT systems. Reducing the number of integration points directly increases the 
reliability of the entire system. For this purpose, data downloaded from various data 
sources (automatically, through integrations, or manually) are converted to CIM 
XML files. In doing so, the network data model and data exchange should be defined 
in accordance with the IEC 61970 and IEC 61968 series of standards, known as CIM 
standards. Messages exchanged via a standard software environment must comply 
with IEC 61968- 100 while retaining the standard semantics for integrations between 
different systems.

Integration with AMI is realized through Web Service. For file sharing via the 
Web Service, it is recommended to use a secure socket layer and hypertext transfer 
protocol secure.

Real- time data are collected from the SCADA system and transmitted to the 
ADMS system via the standard Inter- Control Center Communications Protocol 
(ICCP or TASE.2). If necessary, in the same way, the switching order list from the 
ADMS system is automatically returned to the SCADA system for execution (e.g., 
if one of the automatic closed- loop functions is implemented).

All these data, the speed, and the quality of their processing affect the quality of 
DSE results, and thus the quality of results of all other ADMS functions.

Static and dynamic data exchange requires a single platform for data exchange, the 
so- called integration busbar (e.g., enterprise message bus). Data exchange between exter-
nal and internal IT/OT systems is realized through integration adapters. By applying a 
single integration busbar and adapter, information and data are routed following the active 
process (instead of being exchanged individually between the concerned systems). For 
example, as soon as a change occurs in one of the integrated systems, it is forwarded to 
the platform via the adapter and is thus immediately available to all components of the 
ADMS system. In this way, it is incomparably simpler to ensure the administration and 
security of the entire system’s data. At the same time, the speed and reliability of real- time 
procedures are increased.
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A classic example of ADMS system integration with internal and external IT/
OT systems is shown in Figure 3.5. The figure shows integration adapters (A), 
Windows Communication Foundation (WCF), and Simple Object Access Protocol 
Web Service (SOAP WS).

Implementation and verification of integration adapters and data exchange plat-
forms are just some of the problems of integrating internal and external IT/OT sys-
tems with the ADMS system.

Finally, only an integrated ADMS system is a “state- of- the- art” technological solu-
tion for modern DPUs. As such, it represents the central integration of all DPU com-
ponents and a basic prerequisite for the practical application of state estimation in DN.

3.3.2.7  The architecture of the system in which DSE is located
In order for DSE to be realized as a resident function, it must be integrated into an 
industrial- grade product – the ADMS system. The complexity of such a system is 
briefly illustrated through its global architecture. This architecture consists of the 
main data center (MDC) and backup data center (BDC), both with ADMS systems 
and a substantial number of control centers. MDC and BDC are implemented at the 
two remote locations.

In regular operation, the ADMS system in the MDC is active, and the passive 
ADMS system in the BDC is ready to take an active role. Workstations in control 
rooms and remote user access environments are connected to the active data center. 
Data from active services are automatically replicated to passive services. In doing 
so, all critical services in both data centers are redundant and configured execution 
in high- availability clusters. In this way, wide solution accessibility is provided. If 
the ADMS system from the MDC becomes inaccessible for some reason, the ADMS 
client takes control of the DN by automatically switching to the ADMS in the BDC.

Figure 3.5    ADMS system integration with internal and external IT/OT systems
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3.3.2.7.1 MDC
MDC contains production and test environments. The production environment con-
sists of core (real time) ADMS, access services ADMS, and staging ADMS. Core 
or real- time ADMS is the essential part of the solution used for monitoring and 
managing the network in real time (“dispatching”). Therefore, this is part of a sys-
tem in which DSE is executed automatically in real time. Access services are in the 
demilitarized zone (DMZ). It is an access point for corporate users – for simulations 
and different analyses of the energy network and integrations with business applica-
tions (e.g., with GIS). In this zone, DSE is used for “what- if” analysis. The staging 
system is used to modify data models (system configuration, data import, network 
modeling, etc.) and their testing (validation and verification) before the new data 
models are implemented in core and access services ADMS.

A test environment is an additional environment, separate from the production 
environment, and it is used to test modifications of system and application software 
in ADMS, including software patches before being implemented in the production 
environment. A new version of the DSE model and procedures for solving it can be 
tested in this environment. After successful tests, the old model and/or procedure 
can be replaced with a new version. The management environment uses IT employ-
ees to operate the physical and virtual machines of the entire ADMS solution in one 
location. In addition, this environment allows to back up ADMS data and manage 
antivirus protection. The operator training system is used for different types of train-
ing where the instructor creates scenarios to be carried out by the students.

Each of these environments and ADMS can be configured as a separate IT secu-
rity zone. The zones are separated by firewalls, which are configured to allow only 
the traffic necessary for the system to function. For this purpose, the ADMS must 
have its Domain controller.

3.3.2.7.2 BDC
BDC has only the core system within its production environment. It allows criti-
cal business processes to run continuously in situations where MDC is disabled. 
The BDC contains only critical ADMS functionalities (core ADMS only) related 
to operator monitoring and management of DN. Access services (DMZ), staging 
systems, training systems, and test environment are not critical parts of the ADMS; 
so there is no need to form them in BDC.

Operational workstations from control centers connect directly to MDC and 
BDC, using VPN. Remote operational workstations are connected using a remote 
control service.

3.3.2.8   Verification of EDS models and procedures for their solution
Unfortunately, DSE solutions that can be found in the literature are either not practi-
cally verified at all or have been tested and verified only in laboratory conditions (on 
a computer, on simple test networks, e.g., on IEEE test networks).

The only way to gain trust in any solution, and therefore in DSE models and 
procedures for their solution, is their verification in real DN, in real time, in real life. 
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The DSE solution can be verified only based on its long- term practical application 
in different distribution environments. These environments should be multi- voltage, 
balanced and unbalanced DN, with small and extremely large dimensions, with a 
low and high degree of telemetry. Finally, the speed and quality of their results must 
be such that they can be successfully used in other DMS functions.

A such DSE solution, DSE integrated into ADMS and established as an 
industrial- grade product, is presented in [16, 27, 46–48]. Its practical possibilities, 
harmonized with the wishes and possibilities of both customers and system manu-
facturers, are presented in [26, 28].

3.4  Where are we today?

Today’s specialized models and procedures for their solution, which are based on 
the characteristics of DN and integrated into industrial- grade products, enable the 
development and practical application of robust, fast, and sufficiently accurate state 
estimation of DNs.

An example of such a solution is shown in Refs. [16, 17]. The robustness of this 
solution is reflected in the fact that it has been repeatedly verified on real- life proj-
ects worldwide [1]. These projects include complex and very different DNs:

 • with several voltage levels;
 • with renewable energy sources and different regulation resources (load- tap- 

changers, step voltage regulators, switched shunt capacitors, and energy 
storages);

 • with balanced and unbalanced elements;
 • with symmetrical and asymmetrical states;
 • with all types of measurements (with individual or a combination of P, Q, V, I, 

 cos' ), without limitation on their number and location;
 • without telemetry, with a low and high level of telemetry (note: the quality of 

DSE results is directly proportional to the level of telemetry and the quality of 
historical DN data), and so on.

All these are without limitation on DNs’ dimensions.
The speed of this solution is based on the characteristics of DN, artificially 

achieved observability, and automatic formalism definition of the observable areas, 
voltage regulation zones, DSE model, and procedure for its solution. This formal-
ism is essentially based on the concept of the incidence matrix and is practically 
performed by network inspection. The automatic formation of the DSE model not 
only provides the necessary speed in the practical realization but, above all, enables 
its practical application without limitation to the number of network buses and the 
location and number of measurements. The speed of the procedure for solving the 
DSE model is based on the integration of DSE into the industrial- grade product – 
ADMS. In such an environment, state estimation can be realized as needed (e.g., in 
accordance with changes in DN): individually – for only one DN root, in parallel 
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for several DN roots, or even for all roots simultaneously. Accordingly, the time 
required to calculate the DSE for all DN roots of the considered DPU can be reduced 
to the time required to estimate its largest DN root. This feature is crucial for the 
implementation of real- time functions and especially for automatically implemented 
closed- loop functions [27].

3.5  Where are we going, and what awaits us?

More and more new measurement units (sensors) and electrical equipment, which 
did not exist until yesterday, are being applied in the DPUs. Some of them are phasor 
measurement unit (PMU), micro- PMU, power quality monitor devices, digital fault 
recorders, smart meters, smart houses, electric vehicles, energy storage, distributed 
generators, smart grid substation automation, and so forth. They are accompanied by 
new IT/OT technologies, new participants in the electricity market, and new legal, 
economic, and technical regulations and processes. The fact is that these changes 
require fundamental changes not only in long- established procedures but also in 
the overall concept of traditional DNs. New innovative solutions lead DPU toward 
a new, intelligent, and substantially more expensive structure, requiring more and 
more knowledge, innovation, information, and operational technologies. It makes 
the energy transition of DN, from entirely passive to fully active DN, very tempo-
rally and materially demanding. The transition has already started a long time ago 
and will continue for a long time. It brings with it major changes and even more 
significant challenges, both technical (regulation, management, operation planning) 
and economic (trade, investment, network planning). In parallel, new electric busi-
ness models are being established in distribution during the transition. In this new 
model, passive customers (electricity buyers) become active participants in the elec-
tricity market (prosumers on the demand side, and independent power producers, on 
the supply side).

The three pillars of this transition are certainly (1) decentralization – the highest 
possible production of electricity from small geographically distributed renewable 
energy sources; (2) decarbonization – the transition to renewable energy sources and 
changes in consumer behavior, primarily related to heating and transport; and (3) 
digitalization – the introduction of IT/OTs (ADMS, IoT, SaaS, and Claud) and smart 
infrastructure that provides fast and reliable two- way transmission of the extremely 
large amounts of data.

Changes in DN and their effects on DSE development are discussed below. 
Some of them are large- scale data, real- time data synchronization, model dimen-
sions, interval reduction between two state estimations, and LV network.

Even today’s smart meters can register a large amount of information. Their 
large- scale deployment has intensively transformed DN from systems with no infor-
mation to systems with a huge amount of quality data. This, the new incoming PMU 
and wide area measurement system, which are hesitantly entering the DN for now, 
should definitely be added. A large amount of new data will soon result in various 
additional problems. One of the largest is the so- called “data tsunami” problem. As 
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the number of data increases, the load on data exchange systems will increase, and 
their processing will be significantly more difficult. The consequence is that the 
number of variables will increase as well, and thus the dimensions of future DSE 
models will be far larger than today’s and far, far larger than the dimensions of the 
largest TSE.

By including the information coming from the PMU, the requirements for 
the speed of data processing and the state estimation calculation will increase 
enormously. In such calculations, the signal delay will have to be considered. The 
choice of optimal latency, related to the synchronization of all data and the final 
calculation quality, is a problem that has yet to be set and solved. By choosing 
the correct number, types, and classes of the accuracy of measuring instruments, 
the quality of DSE results can be significantly raised. This new situation requires 
more than the optimal sensor placement function, which has yet to be practically 
verified in active DNs. Note: Based on previous experience, increasing the num-
ber of measurements does not mean a proportional increase in the quality of DSE 
results.

The consequence of increasing investment, both in equipment and IT/OT and 
in the telecommunications infrastructure of DN, enables the development and appli-
cation of new technologies, procedures, and concepts. Some of them are direct 
load control, full automation – automatic closed- loop, self- learning, model self- 
correction, self- awareness, self- healing distribution systems, smart house, smart city 
smart grids, Internet of Everything or Network of Everything, and high- performance 
computing (cluster computing, multi- core computing, grid, SaaS and cloud comput-
ing). At the same time, the DPU imposes new rules and new systems for coordi-
nated control of electricity quality, voltage regulation, and balance of production 
and consumption, which should fully harmonize and integrate the DPU with the 
rules of the transmission network. If increasing penetration distributed generation is 
added to this, it is clear that traditional long- established and verified procedures for 
management, regulation, and operational planning of passive DNs will be less and 
less efficient and useful.

The most significant increase in new devices and information occurred in the 
LV network, so the growing interest in state estimation in the LV network is under-
standable. Unfortunately, the problem of DSE in LV networks is far less addressed 
than DSE in MV networks. In this area, the following problems are obvious: LV 
network is predominantly unbalanced, with asymmetric regimes, so the neutral con-
ductor cannot be neglected, and the volatility of LV- level demand and production 
dominantly affects the quality of estimated values. Research, implementation, and 
verification of DSE specialized for LV networks are yet to come.

Cyber- security is becoming an integral part of every IT/OT solution. Therefore, 
it is an integral part of management and control in the active DN. The whole system 
should be aligned with the security requirements defined for the software and sys-
tems in the ISA/IEC 62443 suite of standards and the relevant privacy (general data 
protection regulation) and data protection requirements. In this area, there are many 
problems, primarily related to data transmission, e.g., it is difficult to provide 100% 
broadband coverage, and it has to work with third parties’ companies.
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The trends of DN development are apparent: the share of distributed renew-
able energy sources, energy storage systems, and e- mobility is increasing, and the 
number of prosumers (network members who are both consumers and producers) is 
on the market. These elements are predominantly unbalanced, and changes in pro-
duction and consumption are extremely random and volatile. All this additionally 
increases the asymmetry of the network state, prevents them from being modeled 
as one- phase networks, and additionally spoils the already modest accuracy and 
reliability of DSE. The consequences are that classic everyday activities are becom-
ing more complicated, and the application of traditional models and procedures are 
becoming less reliable.

Finally, the state estimation of the large- scale active DN needs to meet increas-
ing expectations in terms of the requirement to increase the quality of its results and 
be executed in shorter and shorter time intervals. Theoretically, the accuracy of its 
results can be significantly improved by using information from smart measuring 
instruments in real time. In practice, for that to happen, not only today’s models and 
procedures for their solutions must be significantly improved but also infrastruc-
ture and telecommunication routes. As far as models and procedures are concerned, 
this primarily refers to the development and verification of specialized models that 
would include the effects of new elements and new technologies and overcome the 
problems of transmission speed and quality of processing large amounts of data. If it 
is known that most of these information are at low voltage, it is clear that the devel-
opment, implementation, and verification of these models and procedures, together 
with the necessary infrastructure and telecommunications, have only just begun.

Experts from various fields must be involved in solving the problem of the future 
DSE, its modeling, integration into the industrial- grade product, practical applica-
tion, and verification. Some of them are experts in the following fields: power engi-
neering, telecommunication, data mining, big data processing, artificial intelligence, 
and forecasting production and consumption at the low voltage level.

For this purpose, the energy system (subtransmission, MV, and LV DN) and 
telecommunication system must be integrated and simultaneously modeled and pro-
cessed as much as possible.

3.6  Conclusion

3.6.1   Achieved to date
To date, it has been confirmed that DSE is not just an idea on the paper and a research 
subject. DSE can be practically implemented and has been implemented in real life 
on many projects in very different DNs worldwide [1]. Today’s DSE is very robust 
and reliable. According to the available data, its application provides good- quality 
estimation results. It is practically speedy because it can be performed in parallel for 
all supply substations. Due to this, the time required for the state estimation of the 
whole DPU network of any total dimension can be reduced to the time required to 
calculate its largest DN root.
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As such, today’s DSE has been developed and practically applied based on the 
following facts:

 • Many mathematically high- quality DSE models and procedures for their solution 
can be found in the literature. Unfortunately, the list of papers in which their appli-
cation is presented and practically verified, in distribution control centers, in the 
large- scale DN, with several voltage levels, high penetration of renewable energy 
sources, and voltage and reactive power control, in real time, is more than modest;

 • The characteristics of the distribution and transmission networks are very dif-
ferent. Consequently, DSE needed to develop specialized models and proce-
dures for their solution, conceptually different from TSE;

 • For a practically applicable DSE, two compromises are needed, between very 
complex methods proposed in the literature and characteristics and possibilities 
of DPU, and between the wishes, interests, and expectations of researchers, 
producers, and users of the industrial- grade product;

 • Practically and mathematically, it has been confirmed that specialized DSE is 
much more efficient than the traditional TSE for state estimation in the distribu-
tion environment;

 • DSE is not and practically cannot be a stand- alone application. Therefore, in 
order for DSE to be applied as one of the automatic, real- time functions, its full 
integration into the industrial- grade product is required – it must be integrated 
with all important internal and external DPU systems. Such a system cannot be 
realized on one computer (server). According to user requirements, this system 
requires different zones, in which several dozen computers are applied, and 
according to the user requirements, sometimes even more than a hundred serv-
ers. A small group of engineers cannot do its realization. This work requires the 
participation of many well- organized various experts. Thus, the DSE model and 
procedure for its solution represent minimal problems.

Although today’s DSE has been practically verified in many DPUs and exten-
sive experience has been gained from the ADMS projects, a standard DSE solution 
has not yet been established (as it has long been established for transmission net-
works). However, much remains to be done on this topic. The aggravating circum-
stances along this way are certainly (1) very modest verification of published models 
and procedures and practical implementation of DSE in DNs; (2) researchers do not 
have a test environment and therefore a lot of practice; (3) DPUs are not ready to 
conduct real- life experiments in order to verify DSE (they are beware of any risk).

In addition, it should be borne in mind that the practical implementation of DSE 
integrated into an industrial- grade product is very expensive (requires significant invest-
ments in telecommunication, metering, IT/OT infrastructure, and experts) and a time- 
consuming process (from planning to commissioning the system requires more years).

3.6.2   In front of us
In future large- scale active DNs, huge amounts of real- time data will be continuously 
generated. DN will become 100% and even more observable with the increase of 
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telemetered measurement values. Due to the number of data increases, the number of 
variables and thus the DSE problem’s dimensions will also increase. Consequently, 
it will be required not only to improve the quality of real- time DSE results but also 
to speed up the procedure for resolving it significantly. To enable this, an extremely 
large amount of real- time data must be transmitted and prepared (synchronized and 
filtered). With all this in mind, future research in this area will focus on developing, 
implementing, and verifying new DSE models and procedures for their solution, 
which are fully specialized in DN and firmly integrated into the industrial- grade 
product. The DSE model will primarily be a three- phase unbalanced model designed 
for active large- scale networks. Procedures for solving them will go to parallel and 
distributed solutions. Combining the telecommunication and power network models 
into one model will be one of the most important future challenges.

The development and practical application of such systems will enable the 
accelerated modernization of active DNs, and will be the basis for future smart grid 
systems.

Appendix – Schneider Electric DMS Novi Sad LLC

Schneider Electric DMS NS LLC is a unique research and development company 
for smart grid solutions. It is especially devoted to developing and delivering its 
main product, the advanced distribution management system (ADMS). ADMS is 
the most advanced software system in the world for performing all technical tasks 
in DPUs efficiently and optimally, which fulfills modern power industry develop-
ment requirements worldwide. It is a modern and comprehensive solution for power 
network management, including but not limited to monitoring, control, outage and 
hazard management, planned work management, storm management, network con-
ditions analysis, network optimization, operation planning, network development 
planning, what- if analysis, operators training, applicable on all voltage levels – from 
low voltage up to transmission.

ADMS is a fully integrated smart control system for utilities, integrating six 
components into a single platform for a seamless operation of power systems:

1. SCADA – New generation of supervisory control and data acquisition
2. DMS – Distribution management system to monitor, analyze and optimize DN 

with more than 50 specialized power applications
3. EMS – Transmission management system to monitor, analyze, and optimize 

subtransmission and transmission networks
4. NetOps – Network operations to manage all unplanned outages with embedded 

FLISR, hazards, planned work, major storms, including damage assessment
5. PCS – Power control system to manage the operation of islanded and connected 

microgrids
6. DERMS – Distribution energy resource management system to manage and 

optimize the impact of DERs on the DN
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https://www.schneider-electric-dms.com/
Schneider Electric DMS LLC Novi Sad
Narodnog fronta 25 a,b,c,d
21000 Novi Sad; Vojvodina, Serbia
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4.1    Introduction

The electrical network model is the core of any computational analysis of power 
systems. It captures the physical phenomena through mathematical relations among 
different electrical quantities of the power system. The level of details of such mod-
els is a fundamental step to ensure adequate accuracy in the analysis of different 
matters by power systems engineers.

This chapter introduces the basic concepts regarding three- phase network mod-
els for distribution system steady- state analysis, emphasizing a state estimation per-
spective. A general two- port branch model is conceived for each component of the 
distribution system. Also, general equations to calculate currents and power flows in 
the network as well as their derivatives are presented. Different types of equipment 
are exemplified along with the respective particularities of their admittance matrix 
models, from the classical distribution system components to the novels of modern 
power grids, such as distributed generation (DG), energy storage devices, electric 
vehicles, and flexible power electronic converters.

4.1.1   Distribution system state estimation
The context of real- time monitoring is related to most of the operation and automa-
tion processes of power distribution systems. The goal is to obtain a proper evalua-
tion of power quality, network reliability, risk assessment, and more efficient use of 
the components of distribution networks. Thereby, to improve energy management 
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capabilities, distribution operators rely on the accuracy of network modeling to 
assess distribution network features.

The level of resolution for the network models may be the first challenge to 
decide when assessing distribution systems. The balance between precision and 
promptitude is a matter of long debates among power engineers and typically is 
discussed under particular application frameworks [1–5].

Network operators must be able to evaluate the condition of the grid taking into 
account the simultaneous interaction among multiple components and the data gath-
ered from measurement devices [1–3, 6].

The state estimation problem emerges from this scenario to capture the rela-
tions among measured electrical quantities and the network state. It is traditionally 
formulated as static analysis, that is, intending to obtain steady- state features of the 
network. It has a strong relation with power flow analysis. Although both problems 
frequently share similar network models, they have some conceptual differences. 
The main one regards the input data. In state estimation, the steady state is evaluated 
from measured values, assumed with some degree of uncertainty, and able to deal 
with redundancy. Whereas in power flow analysis, a specified loading/generation 
condition is evaluated, without any redundancy. Figure 4.1 provides an overview 
of distinct components of the distribution systems concerning the states estimation 
problem. A diverse set of equipment is responsible to provide electricity infrastruc-
ture for the final consumer units. Associated with this infrastructure, different types 
of sensors are installed across the network to measure electrical quantities. The 
distribution system operators gather this information from the sensors and extract 
tangible knowledge about the system’s condition, for instance, through the state 
variables. The network model consists of the bridge between the measurements and 
the state variables, a detailed mathematical representation of the physical behavior 
of different equipment in the distribution system.

 Figure 4.1    Overview of the distribution system components, measurement 
devices, and state estimation framework
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The static state estimation problem for a distribution network with  m  measure-
ments and  n  state variables consists of a nonlinear measurement model that can be 
formulated as [7–10]:

 z = h(x, p) + e  (4.1)
where z  is the  (m  ×  1)  measurement vector composed of the measured values, virtual 
measurements, and pseudo- measurements;  x  is the  (n  ×  1)  vector of state variables 
(see Box 4.1);  h(x)  is the  (m  ×  1)  set of nonlinear equations that relate the mea-
surements with the state variables;  e  is the  (m  ×  1)  noise vector associated with 
the inherent uncertainty of the measurement process, typically assumed as indepen-
dent normally distributed random variables, with zero mean and known covariance 
matrix (R  ×  m) ; and  p  is the set of parameters of the different components that com-
prise the distribution network, as distribution circuits, power transformers, voltage 
regulators, switching devices, DG, controllers, and others.

The main motivation for three- phase network models in state estimation appli-
cations is the fact that the input data enable a detailed overview of the latest con-
dition of the network, in real time. They help to evaluate if the system operates 
in one of the following conditions: (1) Normal  and  secure  state; (2) Alert state; 
or (3) Emergency state. This characterization of the system is provided both as a 
holistic overview of the network, as well as a local analysis of each component of 
the network, given by the model resolution level. It provides detailed results for 
distinct automated applications in real time. Regarding distribution systems specifi-
cally, particular characteristics of these networks motivate a detailed mathematical 
representation of the electrical network and its components. That is, with greater 
level of details when compared to the transmission system, where the model is often 
represented only by its positive sequence circuit.

The major effort for proper modeling in distribution system state estimation is 
to capture the unbalanced and asymmetrical nature of such networks. A three- phase 
representation of the network enables evaluating power quality issues, and also per-
forming inferences about the system condition in each phase and at different parts 
of the power grid.

4.1.2   The unbalanced and asymmetrical nature of distribution 
systems

The distribution systems represent the connections of the power grid that deliv-
ers electricity to the final consumers, such as households, commercial businesses, 
and industrial plants. The diversity of components, connections, load behavior (and 
spatial arrangements), make distribution systems peculiar when compared to the 
transmission and generation systems. Some of these peculiarities are well- known 
challenges for distribution system state estimation, such as [1, 8, 11–16]:

 • diversity of circuit connections, with single-, two-, and three- phase circuits, and 
transformer connections;

 • unbalanced loads;
 • short distance and untransposed lines with a high resistance/reactance ratio;
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Box 4.1 The state variables in the distribution system state 
estimation
Among the particularities of the steady- state models for distribution systems, 
another relevant aspect related to the state estimation problem is the choice of 
the state variables. In order to face the particularities of the estimation problem 
in distribution networks, distinct alternatives for choosing state variables are pre-
sented below.

The traditional set of state variables is the complex nodal voltage in polar 
coordinates:

 x = fVi
k, � i

kg i 2 fa, b, c, ...g k 2 f1, 2, ...,Nnodesg  (4.2)

in which  V   denotes the voltage magnitude, �  is the voltage phase angle, the 
superscript  i  indicates the phase, and the subscript  k   is the node identification. 
In the example,  Nnodes  is the number of nodes in the system, and the superscripts 
a, b, and c  describe the three phases a, b, and c. Additionally, neutral to ground 
voltages may also be introduced as complementary state variables.

The complex nodal voltages may also be written in their rectangular coor-
dinates form, described in (4.3). In this case,  Vre  is the real part of the complex 
nodal voltage and  Vim  is the imaginary part of the complex nodal voltage.

 x = fVi
re,k,Vi

im,kg i 2 fa, b, c, ...g k 2 f1, 2, ...,Nnodesg  (4.3)

For radial networks, it is also common to consider the branch currents of the 
system as state variables. Typically, the current phasor through each branch con-
necting nodes  k   and  m  is represented in polar coordinates. If  Ikm  is the branch 
current magnitude and  ıkm  its respective current phase angle, in each phase for all 
 Nbranches  branches of the network, the state variables are defined as:

 x = fIikm, ıi
kmg i 2 fa, b, c, ...g km 2 f1, 2, ...,Nbranchesg  (4.4)

It can also be represented in rectangular coordinates, with  Ire  and  Iim , the real and 
imaginary parts of the current phasor, respectively, as the state variables, that is:

 x = fIire,km, Iiim,kmg i 2 fa, b, c, ...g km 2 f1, 2, ...,Nbranchesg  (4.5)

Furthermore, active and reactive power injections may also be defined as the 
state vector. This approach is generally referred to as load estimation, load allo-
cation, or pseudo- measurement generation. In this case, the active and reactive 
power injection, P  and  Q , respectively, in each phase for all nodes of the distri-
bution network composes of the state vector:

 x = fPi
k,Qi

kg i 2 fa, b, c, ...g k 2 f1, 2, ...,Nnodesg  (4.6)

(Continues)
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The state vector is often extended to discrete and continuous controller variables, 
such as voltage regulator taps, capacitor bank switching, or firing angle in power 
electronics devices. The alternative formulation may also accommodate the sta-
tus of switching elements (circuit breakers and sectionalizers) or inner variables 
of detailed dynamic models, such as generator parameters and internal voltages, 
state of charge in storage devices, and detailed machine models for loads.

 • typically, very large- scale radial networks;
 • presence of discrete variables, such as switching devices statuses and voltage 

regulators not directly monitored;
 • reduced number of real- time measurements, usually located at the substation 

and some particular components along the feeders;
 • presence of current magnitude measurements instead of active and reactive 

power measurements;
 • as a consequence of the above, the distribution system state estimation often is 

numerically ill- conditioned.

Besides, different parts of the distribution systems also present their own par-
ticularities regarding steady- state analysis and state estimation that can be devised 
in the following [2, 17]:

 • High- voltage substation: comprises the power transformer with both high- 
voltage and medium- voltage nodes, as well as feeder’s bays. Typically contains 
a high number of measurements from the supervisory control and data acquisi-
tion (SCADA) systems, and phasor measurement units (PMUs) with a small 
number of state variables;

 • Medium- voltage primary feeders: comprise the medium- voltage circuits and 
components typically spread across a large area including urban and rural feed-
ers. Contain a very small number of measurements, typically from the SCADA 
system at specific equipment, such as automatic reclosers, voltage regulators, 
and shunt capacitors, or at special consumers directly connected at the medium- 
voltage level. Moreover, it requires a large number of state variables to be 
properly represented. Observability of such networks may be obtained through 
typical load curves in the form of load pseudo- measurements, or through new 
procedures capable to incorporate and to process new measurement technolo-
gies, such as intelligent electronic devices;

 • Low- voltage secondary circuits: comprise the final connection with consum-
ers at the low- voltage level, with a diverse set of connections, grounding sys-
tems, and neutral conductors. The loading is usually characterized by typical 
load profiles as pseudo-measurements. It is expected that the advanced meter-
ing infrastructure (AMI) provides smart meters instalation on individual loads 
as well as at the local controller of the power transformers. A large number of 
state variables is expected.
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 Figure 4.2    Three- phase diagram of a generic distribution system comprising a 
high- voltage substation, medium- voltage primary feeders, and low- 
voltage secondary circuits

Figure 4.2 illustrates a general configuration of a distribution network along 
with some characteristics and different components installed in each part. The unbal-
anced nature of the distribution system is a consequence of load unbalance, since 
different phases in the same node may present a diverse set of connected equipment 
and nominal loading, as well as the presence of asymmetrical connections, such as 
single- and two- phase laterals, distinct transformer connections and untransposed 
circuits, for instance.

In this sense, the definitions of appropriate models should not only comprise 
different phases of the system but also be able to incorporate the diverse set of pos-
sible information about the distribution system at the distinct parts of the network. 
This unbalanced nature of the distribution system demands more detailed models to 
capture the asymmetrical characteristics and diverse types of connections present in 
distribution system components [1, 8, 12]. The success in this task can provide valu-
able information regarding power quality, voltage unbalance, neutral and grounding 
conditions, detect anomalies in specific phases, accurately assess asset conditions, 
and enable fine- tuning of controllers and others to aid real- time management and 
decision- making from distribution system operators [18].

4.2  Three-phase two-port models

This section introduces the formulation of a generic three- phase unbalanced model 
able to capture the main electrical quantities for steady- state analysis. Power flow 
equations are initially derived. A generic two- port model based on admittance 
matrices is formulated to simplify the equations of a diverse set of possible con-
nections, number of phases, grounding conductors, and asymmetries from different 
equipment.
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 Figure 4.3    Generic component model based on a two- port admittance matrix. 
Four submatrices relate the voltage and current phasors between 
both terminals, according to the type of component.

4.2.1   Three-phase two-port admittance model
The three- phase network model may be derived by representing each network com-
ponent by its two- port admittance matrix, using direct concepts from the classic 
linear circuit theory, as illustrated in Figure 4.3. Different types of equipment and 
connections can be incorporated into the network model by properly defining their 
contribution to the respective admittance matrix, which represents an advantage 
when complex distribution networks with several distinct components are consid-
ered [8, 15, 19].

Each element is modeled by the following two- port admittance system:
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(4.7)

where  k   and  m  denote the terminals of the branch element,  PIk   and  PIm  are the current 
phasor injected in each terminal of the branch element,  PVk   and  PVm  the voltage pha-
sor of each terminal, and  Ykk  ,  Ykm ,  Ymk  , and  Ymm  are the admittance submatrices that 
represent each physical component and the respective parameters.

The power flow equations can be written for the respective branch as the follow-
ing matrix expression for the terminal  k  :

 Skm = Pkm + jQkm = PVk ˇ (PIk)� = PVk ˇ (Ykk PVk + Ykm PVm)�  (4.8)

where  Skm  is a vector with the per- phase complex power at terminal  k   (active and 
reactive power flows,  Pkm  and  Qkm ),  ̌   denotes the Hadamard product (element- 
wise), and �  denotes the complex conjugate. As an example, for a three- phase ter-
minal  k   with phases  abc , the following equation can be written through the matrix 
notation of the two- port model and the above product:
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Besides, the voltage and current phasors can also be written with the following nota-
tion to split magnitude and phase angle, for instance:
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where  [.]  denotes only in this section, for the sake of simplification, the diagonal 
matrix operator  diag() , which forms a diagonal matrix with the vector elements,  Vk   
denotes the voltage magnitude vector in each phase of the node  k   of the two- port 
model, and  �k   is the vector composed of the complex exponentials of the voltage 
phase angle in each phase of the node  k   of the two- port model.

Expanding the power flow matrix expression, it is possible to obtain the clas-
sical active and reactive power flow equations for a three- phase component [20]:
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where  i  and  j  denote different phases of the component;  g
ij
kk   and  b

ij
kk   are the real and 

imaginary parts of the  ij  element from the two- port model submatrix;  Ykk   and  b
ij
km  

are the real and imaginary parts of the  ij  element from the two- port model submatrix 
 Ykm  is the set of existing phases at branch k- m.

Regarding voltage phasors as state variables, they are typically represented in 
polar coordinates. However, representing the state variables in rectangular coordi-
nates may benefit estimators designed to deal with phasor measurement units.

The next subsections describe in detail the matrix equations for active and reac-
tive power flows and their respective derivatives for each two- port model. Distinct 
measurements for a diverse set of components may be described using such equa-
tions, only by changing the respective two- port admittance matrices according to the 
type of component and connections.

4.2.2   Polar coordinates
The voltage phasor in its exponential representation is:

 PVk = Vk ˇ �k = diag(Vk)�k = [Vk]�k   (4.14)

where  Vk   is a vector composed of the voltage magnitude in the ith phase of the sys-
tem ( V

i
k = | PV

i
k| ), and  �k   is a vector composed of the complex exponential part of the 

angle of the phasor ( �
i
k = ej� i

k  ). And the expression for the power flow:

 Skm = [Vk][�k]Y�
kk[Vk]�

�
k + [Vk][�k]Y�

km[Vm]�
�
m  (4.15)

The derivatives of such equation regarding the state variables (complex nodal volt-
ages in polar coordinates) are:
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where  Jii  is a matrix with the same size as the number of phases and only the  ii  ele-
ment equals one and the others equal zero. The above equation yields derivatives for 
all phases of the active and reactive power flow at once.

They represent general equations for multiple phase systems and different types 
of components. They also are in full vector and matrix format, which facilitates the 
implementation of generic models in a plug- and- play manner for different types of 
components.

Similarly, the power flow equations in the opposite terminal  m  of the two- port 
model:

 Smk = [Vm][�m]Y�
mk[Vk]�

�
k + [Vm][�m]Y�

mm[Vm]��
m  (4.20)

And also its derivatives:

 

@Smk
@Vi

k
= [Vm][�m]Y�

mkJ
ii��

k
  

(4.21)

 

@Smk
@Vi

m
= Jii[�m]Y�

mk[Vk]��
k + Jii[�m]Y�

mm[Vm]��
m + [Vm][�m]Y�

mJii��
m

  
(4.22)

 

@Smk

@� i
k
= �j[Vm][�m]Y�

mk[Vk]Jii��
k

  
(4.23)

 
@Smk

@� i
m

= je� im [Vm]JiiY�

mk[Vk]��

k + je� im [Vm]JiiY�

mm[Vm]��

m � j[Vm][�m]Y�

mm[Vm]Jii��

m   
(4.24)

Typically, distribution feeders present current magnitude measurements that are 
often neglected in transmission system state estimation to avoid numerical issues. 
However, in distribution systems, such practice reduces the already compromised 
observability and is often modeled to increase real- time information about the feed-
ers. Current magnitudes and phase angles can be modeled as:
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The derivatives can be refereed to in Refs. [21, 22]. It is noteworthy that, in polar 
coordinates, the derivative of current equations may present some numerical issues, 
especially for lightly loaded circuits.

4.2.3   Rectangular coordinates
Based on the voltage phasor in rectangular coordinates, the following expression for 
the power flow equations is obtained:
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where  Vre,k   is a vector composed of the real part of the voltage phasor in each ith 
phase of the system ( V

i
re,k = <f PVi

kg ), and  Vim,k   is a vector composed of the imaginary 
part of the voltage phasor in each ith phase of the system ( V

i
im,k = =f PVi

kg ). The above 
equation is used to build an active and reactive power flow model for steady- state 
analysis. The derivatives of such an equation regarding the state variables (complex 
nodal voltages in rectangular coordinates) in the same matrix representation are:
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where  Ji  is a vector with the same size as the number of phases and only the ith ele-
ment equals one and the others equal zero.

Similarly, the power flow equations in the opposite terminal  m  of the two- port 
model:
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mkVre,k � j[Vre,m]Y�

mkVim,k + j[Vim,m]Y�
mmVre,m � j[Vre,m]Y�

mmVim,m 
 (4.32)
And also its derivatives:

 

@Smk

@Vi
re,k

= [Vre,m]Y�
mkJ

i + j[Vim,m]Y�
mkJ

i

  
(4.33)

 

@Smk

@Vi
re,m

= [Ji](Y�

mkVre,k � jY�

mkVim,k + Y�

mmVre,m � jY�

mmVim,m) + ([Vre,m]Y�

mm

+j[Vim,m]Y�
mm)Ji   

(4.34)
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@Smk

@Vi
im,k

= [Vim,m]Y�
mkJ

i � j[Vre,m]Y�
mkJ

i

  
(4.35)

 

@Smk

@Vi
im,k

= [Ji](jY�

mkVre,k + Y�

mkVim,k + jY�

mmVre,m + Y�

mmVim,m) + ([Vim,m]Y�

mm

�j[Vre,m]Y�
mm)Ji   

(4.36)

The current real and imaginary parts may also be modeled with this formulation. 
By dealing both with the current phasor as well as the state variables in rectangular 
coordinates is possible to build a linear model.

 Ire,km = <fYkkgVre,k � =fYkkgVim,k + <fYkmgVre,m � =fYkmgVim,m  (4.37)

 Iim,km = =fYkkgVre,k + <fYkkgVim,k + =fYkmgVre,m + <fYkmgVim,m  (4.38)

 Ire,mk = <fYmkgVre,k � =fYmkgVim,k + <fYmmgVre,m � =fYmmgVim,m  (4.39)

 Iim,mk = =fYmkgVre,k + <fYmkgVim,k + =fYmmgVre,m + <fYmmgVim,m  (4.40)

The derivatives can be easily obtained from the real and imaginary parts of the 
two- port model admittance submatrices. This is an important aspect of distribution 
systems, since it motivated the pursuit of current- based state estimation formula-
tions [8, 14, 23]. This approach is also often employed when dealing with PMUs, 
in order to simplify the representation and take computational advantage without 
losing accuracy [14, 23].

4.3  Models of the physical components of a distribution system

There is a variety of different components installed in the distribution systems, with 
different characteristics, connections, and functionalities. Despite the intrinsic dif-
ferences, they can be individually described by their effects on the electrical quanti-
ties of the power system. This section presents the main components of distribution 
networks. The model parameters are described and discussed and the respective 
two- port model is derived.

4.3.1   Distribution lines
The electric cables installed as overhead or underground lines represent the majority 
of the distribution network. The distribution line model comprises a series imped-
ance, to accommodate thermal losses and the effect of the magnetic fields surround-
ing the conductors, and a shunt admittance, to represent the electrical field effect 
between the conductors and the ground [2, 17, 24, 25]. Figure 4.4 illustrates a typical 
geometric disposition for a three- wire overhead medium- voltage distribution circuit 
and the respective electrical model.

The series impedance (z ) comprises a resistance (r ) and an inductive reactance 
( x ), from the circuit inductance ( l ) and system frequency ( f  ), for each phase ( i )  
of the circuit. Also, the model comprises mutual coupling among phases. The 
series parameter may be expressed by the general form described in (4.41) for the 
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 Figure 4.4    Example of distribution circuit with an overhead configuration for 
a three- phase medium- voltage circuit and its respective electrical 
model

self- impedance of each phase  i , and in (4.42) for the mutual impedance among dif-
ferent phases  i  and  j .

 zii = rii + j2� flii = rii + jxii  (4.41)
 zij = rij + j2� flij = rij + jxij  (4.42)

The series self- resistance rii  reflects the thermal losses in the circuit according to 
the Joule effect. The resistance of the cable is related to the type of material, cross- 
sectional area, and length. Typically, manufacturers provide cable resistance values 
for direct current conditions. For alternating current, the existence of a varying mag-
netic field inside the conductor results in a nonuniform distribution of current, thick-
ening the current density near the surface of the cables, known as the skin effect [24].  
The effect of the magnetic field of adjacent conductors, for instance, different phases 
near the conductor, also increases such effect, known as the proximity effect. In prac-
tice, both effects increase the effective resistance of the cable and can be compen-
sated by correction factors when calculating the cable resistance. Another important 
factor is temperature, which tends to increase the electrical resistivity of the conduc-
tor, also compensated by a thermal coefficient related to the type of material.

Besides the series resistance, the series inductance comprises the magnetic 
field effects among the conductors, resulting in a self  lii  and a mutual  lij  inductance, 
respectively. Such magnetic fields are a direct result of the alternated electric cur-
rent flowing through the conductors, derived from Faraday’s law of electromagnetic 
induction. The geometric disposition of the cables is essential to the proper calcula-
tion of the distribution line inductance and magnetic coupling among phases [2]. 
The inner geometric radius of the conductors is provided by manufacturers, and the 
distance among different conductors depends on the geometric disposition of the 
cables in the structures of the poles and cross arms, as illustrated in Figure 4.5, with 
the respective distances among the phase conductors ( dab ,  dbc , and  dca ).

The effect of the return path of the current through the ground resistance can 
also be taken into account by performing a correction in the impedance values, 
known as Carson’s equations [2, 24, 26]. The Carson method consists basically of 
reflecting the conductors in the soil and considering a uniform ground resistance 
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 Figure 4.5    Example of distribution circuit with an underground cable 
configuration, with concentric or with tape- shielded neutral, for a 
single- phase medium- voltage circuit and its respective electrical 
model

and infinite extension. The method comprises introducing correction factors for the 
self and mutual series impedance to take into account the effect of grounding resis-
tance. Indeed, the mutual resistance rij  term in (4.42) appears after this correction. 
For practical purposes, a simplified version known as Modified Carson equations is 
typically used, by considering a few terms for the correction factors.

The distribution line model may also comprise a shunt admittance ( yshunt ) from 
the circuit shunt capacitance ( c ) and system frequency ( f  ), for each phase of the cir-
cuit. Shunt parameter may be expressed by the general form described in (4.43) for 
the self- admittance of each phase  i  and in (4.44) for the mutual admittance among 
different phases  i  and  j . This shunt admittance captures the electric field among the 
conductors and the soil, also resulting in a self  cii  and a mutual  cij  capacitance. The 
electric field arises from the charged conductors and can be derived from Coulomb’s 
law using the reflected image of the geometric disposition of the cables in the soil [2].  
Besides the electric permittivity physical constants, the geometric disposition of the 
cables is essential to the proper calculation of the distribution circuit capacitance 
among phases. The calculation comprises the electric potentials difference among 
conductors, from which a capacitance matrix can be derived, as the inverse of the 
potential coefficient matrix. Shunt conductances (employed, for instance, to capture 
ionizing effects of the conductors due to the Corona effect or to insulator leakage) 
are usually neglected since they are very small [2, 27].

 yii
shunt = j2� fcii = jbii  (4.43)

 yij
shunt = j2� fcij = jbij  (4.44)

In the case of underground cables, the same Carson method can be applied to model 
the series and shunt parameters, according to the geometric disposition of the cables 
and manufacturer parameters. There are, however, some additional considerations 
to be taken into account regarding different underground configurations and cables 
with concentric neutral conductors or with tape- shielded conductors. In this case, 
each phase will present a particular neutral conductor and associated variables and 
parameters for each phase. This will increase the dimension of the model to capture 
each neutral conductor for each cable of each phase, yielding in a (6×6) impedance 
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matrix with three dimensions for the phase conductors and the other three dimen-
sions for each neutral conductor, all with its respective coupling terms.

Once distribution circuits consist of single-, two-, or three- phase untransposed 
lines, the Carson method provides an accurate model to represent them in any 
steady- state analysis for distribution systems. There are some cases where sequence 
components (positive, negative, and zero sequence impedances and admittances) 
are employed to model three- phase circuits. Such an approach, however, is only 
accurate for dealing with transposed circuits, where the mutual coupling terms of the 
model are equal (off- diagonal elements of the impedance and admittance matrices). 
It is not the case in distribution systems, where the majority of circuits are untrans-
posed and asymmetrical, the main reason for using phase domain rather than sym-
metrical components in distribution systems analysis [2]. Details of the calculation 
of the resistance, inductance, and capacitance parameters for a distribution circuit, 
through Carson’s method, can be found in [2].

The respective two- port admittance model can be described previously by the 
following equations. Single- phase or two- phase circuits can also be represented by 
such a model, by only considering the elements of the respectively connected phases.

 

Ykk = Ymm = Z�1
serie + Yshunt

Ykm = Ymk = �Z�1
serie   

(4.45)

where  Zserie  is the primitive series impedance matrix of the circuit composed of the 
self zii  and mutual zij  series impedances, and  Yshunt  is the shunt admittance matrix 
of the circuit composed of the self  y

ii
shunt  and mutual  z

ij
shunt  shunt admittances. As an 

example, for a three- wire distribution line, those matrices would be:

 

Zserie =

0
BB@
raa + jxaa rab + jxab rac + jxac

rab + jxab rbb + jxbb rbc + jxbc

rac + jxac rbc + jxbc rcc + jxcc

1
CCA

  

(4.46)

 

Yshunt =

0
BB@
jbaa jbab jbac

jbab jbbb jbbc

jbac jbbc jbcc

1
CCA

  

(4.47)

The model can also be extended to represent the neutral conductors if available, 
which is the case of four- wire distribution circuits or underground cables with con-
centric neutral [6, 25]. In this case, an additional dimension is incorporated into the 
model to capture the neutral conductor condition, and the associated neutral- ground 
voltages and neutral conductor current are considered in the two- port model as well, 
by the following matrices:

 

Zserie =

0
BBBB@

raa + jxaa rab + jxab rac + jxac ran + jxan

rab + jxab rbb + jxbb rbc + jxbc rbn + jxbn

rac + jxac rbc + jxbc rcc + jxcc rcn + jxcn

ran + jxan rbn + jxbn rcn + jxcn rnn + jxnn

1
CCCCA

  

(4.48)
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Figure 4.6     Three- phase transformer connections of the primary and secondary 
windings. The wye connection may present a solidly grounded 
connection (wye grounded). Detailed grounding models may 
incorporate a reactor as well.

 

Yshunt =

0
BBBB@

jbaa jbab jbac jban

jbab jbbb jbbc jbbn

jbac jbbc jbcc jbcn

jban jbbn jbcn jbnn

1
CCCCA

  

(4.49)

A common practice for distribution circuits is to simplify the model by discard-
ing the dimensions and variables associated with the neutral conductors through 
a technique known as Kron reduction [2, 28]. The Kron reduction is based on the 
assumption of multi- grounded systems as if each node of the distribution circuit has 
the neutral terminals solidly grounded. Consequently, the neutral- to- ground volt-
age equals zero in all nodes of the distribution circuit, which enables discarding the 
associated variables and reducing the dimensionality of the distribution circuit only 
to the phase conductors. The Kron reduction technique then consists of a matrix 
elimination process applied to the series impedance and shunt admittance matrices 
obtained by the Carson method, which is described in (4.50) for the series imped-
ance as an example.

 Zabc = Zij � Zin(Znn)�1Zjn  (4.50)
where the elements of the equation are the submatrices of the original full series 
impedance matrix: Zij  is associated with all the phase conductors  i  and  j ; Zjn  are 
associated with coupling elements between  i  and  j  phases and  n  neutral conductors; 
and Znn  is associated with the  n  neutral conductors. With this reduction, the final 
matrix Zabc  has the same size of phase conductors, for instance, a (3×3) for three- 
phase  abc  circuits.

4.3.2   Power transformers
Power transformers are equipment responsible for connecting different voltage 
levels of the distribution network, for instance, high- voltage with medium- voltage 
and medium- voltage with low- voltage circuits. They are mainly inductive elements 
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 Table 4.1    Submatrices for step- down three- phase transformers according to 
their most common primary and secondary connections

Connection Self- admittance Mutual admittance

Primary Secondary  Ykk   Ymm  Ykm  Ymk  

Grounded wye Grounded wye  YI   YI   �YI   �YI  
Grounded wye Wye  YII   YII   �YII   �YII  
Grounded wye Delta  YI   YII   YIII   Y

T
III  

Wye Grounded wye  YII   YII   �YII   �YII  
Wye Wye  YII   YII   �YII   �YII  
Wye Delta  YII   YII   YIII   Y

T
III  

Delta Grounded wye  YII   YI   Y
T
III   YIII  

Delta Wye  YII   YII   Y
T
III   YIII  

Delta Delta  YII   YII   �YII   �YII  
Source: [20].

constructed with magnetic coils in two separate windings, the primary side and the 
secondary side. Figure 4.6 illustrates the most common three- phase transformer 
connections delta, wye, and grounded wye.

The transformers may also be represented by 4.7, in which the submatrices  Ykk ,  Ykm , 
 Ymk , and  Ymm  assume distinct values according to the connection of the three- phase trans-
former. The most common connections are presented in Table 4.1 for the step- down trans-
formers. For a step- up transformer, columns regarding the mutual admittance have to be 
swapped [29, 30]. Also, the submatrices  YI ,  YII , and  YIII  in Table 4.1 are given as follows, 
in which yt is the per- unit transformer admittance [20].

 

YI =

0
BB@
yt 0 0
0 yt 0
0 0 yt

1
CCA ; YII = 1

3

0
BB@
2yt �yt �yt

�yt 2yt �yt

�yt �yt 2yt

1
CCA ;

YIII = 1
p

3

0
BB@

�yt yt 0
0 �yt yt

yt 0 �yt

1
CCA

  

(4.51)

If the transformer has an off- nominal tap, namely ˛  for the primary and  ̌   for the 
secondary tap ratio, the self- and mutual- admittance matrices have the following 
adjustment [20]:

 • divide the primary self- admittance matrix by ̨ 2 
 • divide the secondary self- admittance matrix by  ̌ 2 
 • divide the mutual- admittance matrices by  ̨ ˇ 
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 Figure 4.7    Three- phase transformer open connections and single- phase with 
the center- tapped secondary connection.

Furthermore, all of the above models comprise three- wire or solidly grounded 
connections. For open grounded or grounding systems, the above models can be 
extended to incorporate neutral- to- earth voltages as complementary state variables. 
Similar to the four- wire distribution circuits, another variable is included in the two- 
port model to represent the effect of transformer grounding.

Also, the open- wye and open- delta connections may be employed in distribu-
tion systems, as illustrated in Figure 4.7. In this case, the two- port model must be 
adequate to represent the specific connections of each transformer, that is the proper 
input voltages and currents according to the connected phases of the transformer, as 
presented by [31]. Equation (4.52) presents the two- port model for an open- delta/
open- delta (OD/OD) transformer, and (4.53), for an open- wye/open- delta (OY/OD) 
transformer.

 

Ykk = yt
˛2

0
BB@

1 �1 0
�1 2 �1
0 �1 1

1
CCA Ykm = Ymk = yt

˛ˇ

0
BB@

1 �1 0
�1 2 �1
0 �1 1

1
CCA

Ymm = yt
ˇ2

0
BB@

1 �1 0
�1 2 �1
0 �1 1

1
CCA

  

(4.52)
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(4.53)

Another possibility, for single- phase transformers, is the center- tapped secondary 
winding. Such a type of connection is common for distribution transformers in the 
United States, interfacing medium- and low- voltage networks. The center tap is 
typically grounded, which enables phase to neutral and phase to phase loads. The 
winding individual impedance values may be difficult to find in practice, and often 
empirical equations provide individual parameters for each winding and also their 
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coupling [2, 32]. With such parameters, the transformer can be described by the fol-
lowing two- port admittance matrices:

 

Ykk = yAN
˛2 Ykm = Yt

mk =
1
˛ˇ
.
�
�yAa �yAb

�

Ymm = 1
ˇ2 .

 
yan �yab

�yab ybn

!

  

(4.54)

where  yAN   denotes the self- admittance of the primary winding;  yAa  and  yAb  indicate 
the coupling admittance between the primary winding and each half of the second-
ary winding;  yan  and  ybn  are the self- admittance of the two halves of the secondary 
winding; and  yab  their mutual coupling admittance.

Three- winding three- phase transformers are typical at large distribution substa-
tions with a medium- voltage supply. Another important application of this trans-
former is interfacing power electronic converters that may benefit from the phase 
displacement between the secondary and tertiary windings, with grounded wye and 
delta connections, respectively. Three individual three- phase transformers represent 
the three- winding transformer according to the windings’ connections and manufac-
turer impedance data from the different terminals: from primary to secondary; from 
primary to tertiary; and from tertiary to secondary. Typically, the secondary presents 
a wye connection and the tertiary a delta connection.

Some analyses may even consider core losses and magnetizing reactances [29, 
31]. These parameters, omitted in the above models, can be incorporated as shunt 
elements. A shunt resistance for the core loss and a shunt inductance for the mag-
netizing reactance are both represented at the primary terminal of the transformers. 
Such models may be necessary for assessing transient responses, evaluating har-
monic content, or even for a more detailed loss calculation on distribution networks. 
Box 4.2 presents an example of a small distribution feeder to illustrate the distribu-
tion circuit and power transformer models.

4.3.3  Voltage regulators
Voltage regulators are a special kind of transformer that controls the voltage at specific 
nodes of the network by changing the transformation relation according to discrete tap 
switching operations. They perform an essential control task to keep voltage levels within 
operational limits. Typically, they are built as a particular type of auto- transformers with 
a tap switching mechanism through on- load tap changers. The tap switching can be per-
formed on the primary or the secondary side of the voltage regulator, referred to as “Type 
A” and “Type B” voltage regulators [2]. In distribution systems, it is often employed 16 
taps that correspond to an increase/decrease of 10% of the voltage on the secondary side 
(16 taps to increase, 16 taps to decrease, and a nominal position). Figure 4.8 illustrates 
the main components of the voltage regulator and the associated instrumentation and 
control equipment.

Regarding the voltage regulator mathematical model, a similar approach to the 
power transformer is employed to represent their different connections. In practice, 
due to constructive characteristics, their resistance and reactance are very small and 



Three- phase network model for steady- state analysis of distribution systems  85

Box 4.2 Example of the IEEE 4 nodes test feeder
The IEEE 4 nodes test feeder contains distribution circuits as well as a trans-
former between nodes 2 and 3. In order to build the three- phase two- port model 
of its circuits, it is necessary to know the conductor parameters as well as the 
pole configuration. The conductor parameters are used in the so- called modified 
Carson’s equations to compute the primitive series impedance matrix [28]. This 
primitive series impedance matrix can be partitioned as:

 
Zserie =

 
Zij Zin

Znj Znn

!

  (4.55)

This partition is useful in order to apply the Kron reduction technique, which then 
produces the phase impedance matrix as shown in [28]:

 Zabc = Zij � ZinZnn�1Znj  (4.56)

The matrix Zabc  is equivalent to the  Zserie  matrix in (4.45). There are no shunt ele-
ments in the test feeder, and therefore, the two- port model is fully represented by 
the series impedance matrix. In order to build the power transformer model, it is 
necessary to obtain the primary and secondary connections as well as the three- 
phase parameters.

The transformer has a delta–wye connection and its impedance are  R = 1.0%  
and  X = 6.0% .

As a consequence, the transformer admittance, used to build the submatrices 
 YI, YII, YIII  , is  yt = 2.702 � j16.216p.u.  For a delta–wye connection, only  YII, YIII   
are needed. The resulting matrices of the two- port model for the circuits are:

 

Ykk = Ymm = (Zabc)�1

Ykm = Ymk = (Zabc)�1  (4.57)

 

(Zabc)�1 =

0
BB@
0.783 � j1.624 �0.380 + j0.557 �0.137 + j0.362

�0.380 + j0.557 0.876 � j1.683 �0.233 + j0.442
�0.137 + j0.362 �0.233 + j0.442 0.703 � j1.568

1
CCA

  (4.58)

The resulting matrices for the two- port model of the delta- wye transformer are 
 Ykk = Ymm = YII  ,  Ykm = YT

III   and  Ymk = YIII   which are:

 

YII =

0
B@
1.801 � j10.806 �0.900 + j5.403 �0.900 + j5.403
�0.900 + j5.403 1.801 � j10.806 �0.900 + j5.403
�0.900 + j5.403 �0.900 + j5.403 1.801 � j10.806

1
CA

  (4.59)

(Continues)



86  Power distribution system state estimation

 

YIII =

0
B@

�1.560 + j9.358 1.560 � j9.358 0
0 �1.560 + j9.358 1.560 � j9.358

1.560 � j9.358 0 �1.560 + j9.358

1
CA

  (4.60)

 Figure 4.8    Single- phase schematic of a “Type A” voltage regulator, its main 
components, and voltage control strategy illustration

the voltage regulators are often represented as ideal transformers. However, this 
approach may severely aggravate numerical ill- conditioning [33]. To overcome this 
effect, the voltage regulator model may be associated with adjacent components, or 
by employing more stable numerical methods [19]. Alike the power transformer, the 
type of connection of the voltage regulator (wye grounded, wye, delta, open wye, 
open delta, or single- phase) defines the two- port model according to the equations 
of admittance submatrices in (4.51). The difference relies on the off- nominal tap 
parameters that now comprise an individual transformer relation for each phase  i , 
denoted as ˛i . Typically, only one side will present off- nominal tap relations. As an 
example, the wye- grounded voltage regulator, with tap switching represented on the 
secondary, two- port model is presented below in (4.61).
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where ˛a , ˛b , and ˛c  are the off- nominal voltage regulator transformation relation 
according to the tap position for the respective phase  a ,  b , and  c .

The main difference from a conventional power transformer is the automated 
voltage control through a tap switching mechanism. Different control techniques 
and philosophies may be employed for tap control, such as centralized Volt/VAr 
control or local automated line drop compensation (LDC). The first is based on 
the communication of tap values from a central processor at the operation center, 
according to optimization or network- based strategy. The latter, more usual, is based 
on measured information and a local controller. The terminal voltages and currents 
are measured in all phases, and a control strategy to compensate for voltage drop is 
employed. Through the parameter of the LDC, the voltage regulator can be tuned 
to control the voltage at a far away node or its own secondary winding [2, 33, 34]. 
Typically, such parameters are the following, given in terms of the voltage regulator 
parametrization and voltage levels:

 • Current  transformer  and  voltage  transformer  relations: correspond to the 
transformation relation for the instrumentation transformers that transduces  
the voltage and current of the voltage regulator to reduced levels according to the 
nominal inputs of the controller (typically, around 120 secondary volts for the 
voltage transformer, and five secondary Amperes for the current transformer).

 • Voltage setpoint: the controlled voltage value for each phase that will be set as 
the target voltage for the controller, through the LDC parameters.

 • Line drop resistance and reactance: a resistance  R
i
LDC  and a reactance  X

i
LDC  

parameters for each phase  i , which correspond to the voltage drop downstream 
the controlled voltage regulator. For instance, if both values are set equal to 
zero, then the regulator controls the voltage at its secondary terminal; other-
wise, those parameters may reflect the line voltage drop downstream the regula-
tor until the load center.

 • Voltage bandwidth: the acceptable voltage deviation from the controlled volt-
age setpoint,typically set to two volts. If the calculated voltage value by the 
LDC falls outside the range of the voltage setpoint, with a tolerance range given 
by the bandwidth, a tap switching operation is performed.

 • Time delay: length of time before the tap changing operation happens, neces-
sary to reduce unwanted tap switching during transitory responses of the sys-
tems, typically set within a few tens of seconds.

 • Maximum number of taps: the maximum number of discrete tap positions avail-
able in the voltage regulator (e.g. 16 taps).

The control strategy is based on the calculation of the mismatch between the set-
point voltage and the measured ones while considering the voltage drop on the LDC 
parameters. This voltage drop calculation uses the LDC resistance and reactance 
controller parameters to compensate for voltage drop on distribution circuits, hence 
remotely regulating the voltage near the load center. The criterion for this mismatch 

 V
i
diff   is given by the following equation:
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(4.62)

where  PVim  and  PI
i
mk   are the voltage and current phasors measured at the secondary 

terminal of the voltage regulator at phase  i  and  RCT   are the instrumentation volt-
age transformer and current transformer transformation relations, respectively;  Vi

set  
is the controller voltage setpoint and  R

i
LDC  and  X

i
LDC  are the LDC parameters. If 

the absolute value of the above difference becomes less than the voltage regulator 
bandwidth ( |V

i
diff| < �V  ), a tap switching operation is performed. The new tap that 

compensates for the deviation from the setpoint can be calculated by (4.63). The 
sign of the equation depends if there is a need to increase or decrease the voltage. 
The  round()  function will approximate the function to the nearest larger or smaller 
integer, depending on the sign [34].

 
tapi,new = tapi

˙ round(Vi
diff � �V/2)

�
Regulation

Ntaps   
(4.63)

where  tapi,new  is the new tap position to be switched into,  tapi  is the current tap position, 
 Regulation  is the total voltage regulation in percentage for the voltage regulator, and 
 Ntaps  is the total number of taps. As an example, a voltage regulator with 10% with 16 
taps for voltage regulation yields an increase/decrease of voltage transformation relation 
of 0.625% for each tap. The transformation relation parameter ˛i  for each phase is then 
calculated for the specific tap position according to (4.64).

 
˛i = 1 +

Regulation
Ntaps

tapi
  

(4.64)

Besides the LDC configuration, distinct control strategies may be employed in mod-
ern voltage regulator digital controllers based on the upstream and downstream vari-
ables of the network. Such voltage regulators are typically highly monitored, with 
current and voltage sensors that also provide the active and reactive power through 
the regulator in both terminals (primary and secondary) in real time. The control 
strategies are defined upon these different measured values and mainly defined 
based on the direction of the power flow through the regulator [34, 35], as follows:

 • Forward control: the traditional approach where the voltage regulator controls 
a downstream voltage, using the secondary side electrical quantities in the LDC 
control settings, independently of the direction of the power flowing through 
the regulator.

 • Locked forward control: the voltage regulator controls a downstream volt-
age, using the secondary side electrical quantities in the LDC control set-
tings if the power flow direction is from the primary toward the secondary  
(the forward direction); otherwise, the regulator keeps a pre- specified fixed tap 
value (the reverse direction).

 • Locked reverse control: the voltage regulator controls an upstream voltage, 
using the primary side electrical quantities in the LDC control settings if the 



Three- phase network model for steady- state analysis of distribution systems  89

power flow direction is from the secondary toward the primary (the reverse 
direction); otherwise, the regulator keeps a pre- specified fixed tap value (the 
forward direction).

 • Co- generation control: the voltage regulator presents two separate settings 
for the LDC depending on the power flow direction, but always controlling a 
downstream voltage, using the secondary side electrical quantities in the LDC 
control settings: with the first set of control configurations (voltage setpoints 
and LDC parameters) if the power flow direction is from the primary toward 
the secondary (the forward direction); and the second set of configurations oth-
erwise if power flow direction is from the secondary toward the primary (the 
reverse direction).

 • Bidirectional control: the voltage regulator presents two separate settings for 
the LDC depending on the power flow direction: the first if the power flow 
direction is from the primary toward the secondary (the forward direction), con-
trolling a downstream voltage, using the secondary side electrical quantities in 
the LDC control settings; the second, otherwise if the power flow direction is 
from the secondary toward the primary (the reverse direction), controlling an 
upstream voltage, using the primary side electrical quantities in the LDC con-
trol settings.

Although an important detail for steady- state analysis of distribution networks, 
in the context of distribution system state estimation, the tap values are typically 
assumed as monitored parameters, without incorporating detailed controller models. 
This assumption is not always valid, and besides, the response time of such con-
trollers may be faster than the updates on the measurement set. It motivates some 
approaches that incorporate the tap positions as complementary variables to be esti-
mated as in Ref. [36].

4.3.4  Loads
In steady- state analysis, loads are often considered independent of the voltage, lead-
ing to a constant power load representation. However, in distribution system analy-
sis, a more accurate representation of the loads may be required, which leads to 
distinct models. One of the most traditional approaches is the exponential model 
[37, 38]:

 

Pi
k = Pinom

k � NVi
k
a

Qi
k = Qinom

k � NVi
k
b

  
(4.65)

In which the superscript i denotes the phase, the subscript k is the node, nom denotes 
the nominal load (at the beginning of the iterative process), and  

NVi
k   corresponds 

to the relation between the updated voltage and its nominal value  ( NVk = Vk/Vnomk ) . 
The exponents a and b are used to represent a constant power, constant current, or 
constant impedance load characteristics, assuming the values of 0, 1, and 2, respec-
tively. However, for composite loads, these values usually range from 0.5 to 0.8 for 
a, and from 1.5 to 6 for b [37].
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Another model is the polynomial one, which is also known as the ZIP model 
[37, 38]:

 

Pik = Pi�nom
k �
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+ p2 NVik + p3

�

Qi
k = Qi�nom

k �

�
q1 NVik

2
+ q2 NVik + q3

�

  

(4.66)

This model is composed of three distinct parts, constant impedance (Z), constant 
current (I), and constant power (P) portion (hence known as ZIP). Each one is mul-
tiplied by a coefficient that defines the proportion of each component in the load (p1 
to p3 for the active load, and q1 to q3 for the reactive load). For example, a constant 
power load would have  p3 = q3 = 1  while the other coefficients are set to zero. Any 
composite load may be represented as long as the sum of the distinct coefficients of 
the active or reactive load equals one [37].

While the previous models efficiently represent most wye- connected loads, delta- 
connected loads need a few adjustments. Since most three- phase power system analyses 
are conducted using phase power and voltage, the consumed power of the delta- connected 
load needs to be converted to its phase equivalent. To do so, it is assumed that the com-
plex power and voltage of the delta- connected load are given by:

 PSabk = Pab
k + jQab

k ; PSbck = Pbc
k + jQbc

k ; PScak = Pca
k + jQca

k   (4.67)

 PVab
k = Vab

k †�ab
k ; PVbc

k = Vbc
k †�bc

k ; PVca
k = Vca

k †� ca
k   (4.68)

Therefore, the delta active and reactive power is obtained using (4.67) or (4.68), 
according to the load model. The line currents in the load are:

 PIabk =
�
PSabk / PVab

k
�� ; PIbck =

�
PSbck / PV

bc
k
�� ; PIcak =

�
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k
��

  (4.69)

Furthermore, the wye equivalent complex phase load at bus k is obtained by:
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�
PIabk � PIcak

��
PVa
k

PSbk =
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PIbck � PIabk
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k
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(4.70)

Consequently, the active and reactive powers  (P
i
k   and  Q

i
k)  of the specified wye 

equivalent complex phase load are obtained with the real and imaginary parts of 
the wye equivalent phase load, respectively. The same set of equations may also be 
applied to bi- phase loads.

The loads in distribution systems can also be associated with sensors, typically 
called smart meters, under an AMI concept [13]. If the load values are effectively 
measured, they can be included in the state estimation measurement model, with 
some practical considerations that will be dealt with in future chapters. If such loads 
are not measured, typically the load model comprises the use of typical load profiles 
[8, 39]. Such load profiles are adopted as an approximate estimative of the load val-
ues and are based mainly on consumer stratification and electricity monthly energy 
consumption. Although such profiles provide only a rough approximation of the real 
load values, in the absence of smart meters they are the only source of information 
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regarding the load values for the steady- state analysis. In the state estimation topic, 
such a technique is named load pseudo- measurement modeling.

Each consumer unit is associated with a typical load profile based on the con-
sumer classification (e.g., residential, commercial, or industrial), the monthly energy 
consumption in kWh, the number of phases of the consumer, and a respective typi-
cal load profile [16, 39, 40]. The load profiles are associated with the consumer’s 
stratification and consist of daily curves with each point being associated with a 
normalized mean active load value and the respective standard deviation throughout 
the instants of a day and can be given for every 10 minutes up to each hour or more, 
often separated between a day of the week or weekends. The energy consumption is 
measured each month for billing purposes, or may be used previous day smart meter 
information, and is the typical choice as the scale factor for the typical load profile. 
With such information, each phase of the consumer can be associated with an active 
load curve with (4.71). The reactive power can be estimated using typical power 
factors or similar information, if available.

 
pi
c(t) =

kWhi
c

�tk
p!(t), c 2 !

  
(4.71)

where  pi
c(t)  is the active load for each consumer  c  in the  i th phase at each instant  t ,  

 kWhic  and  �tk   are the respective energy consumption and measured time interval 
to be used as scaling factor, and  p!(t)  is the typical normalized load profile for the 
respective classification !  of the consumer unit among all possible classifications �  
(e.g., residential, commercial, or industrial).

Typically, such pseudo- measurements provide information for achieving observ-
ability at the medium- voltage primary feeders, that is, they provide enough informa-
tion to reach the minimum in order to perform the state estimation process in the  
primary feeder, in a complementary manner. Although they are associated with the 
consumer units at low- voltage secondary systems, they are often represented in the 
primary feeders, for medium- voltage system analysis. The loads within a secondary 
low- voltage system are aggregated at the respective power transformer that sup-
plies energy from the primary feeder. The pseudo- measurement load consists of the 
expected value for the active load in each transformer  k   that connects the primary 
feeder to the secondary circuits ( E[Pi

k(t)] ), and the respective variance ( Var[P
i
k(t)] ),  

obtained by the aggregation process [16, 39]. It can be calculated by (4.72) and 
(4.73).
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 Figure 4.9    Example of typical load curves and stratification of consumers to 
characterize distribution system loads

where  Sk  is the set of consumer units  c  connected to the secondary circuits of trans-
former  k  , in each  i th phase. The expected value and variance,  E[p!(t)]  and  Var[p!(t)] ,  
for each class of consumers are obtained by the typical load profiles associated with 
the respective class. Figure 4.9 illustrates the idea of typical load profiles and how 
they represent the normalized mean value of different consumers pertaining to the 
same class. The pseudo- measurement model tries to capture this typical behavior 
of the load over a day. By performing the load aggregation, multiple consumers 
have their loads aggregated at the transformer that feeds their respective secondary 
circuits. The probabilistic interpretation associated with the typical load profiles can 
also provide additional information for more detailed methods [16, 40, 41].

4.3.5   Shunt capacitors and reactors
A shunt capacitor is a type of equipment that offers reactive support for the grid, 
improving voltage quality aspects. It can be installed as a fixed or as a variable 
capacitor bank. The variable capacitor bank which consists of a group of capacitors 
and a local controller is able to modify the total capacitance of the group by turning 
on or off capacitor unities [2, 33]. Since the shunt capacitor is directly connected to 
one node, it can be modeled as a single port:

 PIk = Ykk PVk  (4.74)

The admittance matrix depends upon the type of connection of the shunt capacitor, 
which may be a wye, a wye- grounded, a delta, or even a single- phase connection. 
For three- phase modeling, the structure of the admittance matrix is given in (4.75), 
considering the matrix  YI   for wye- grounded connection,  YII   for wye connection, and 
 YIII   for delta connection, respectively. For single- phase capacitors, they are modeled 
directly on the respective connected phase.
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(4.75)

The capacitor’s susceptance  bshc   is obtained from the nominal parameters, following:
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bshc =

MVArnom
kV2

nom   
(4.76)

where  MVArnom  is the nominal reactive power of the capacitor in MVAr and  kVnom  
is the capacitor nominal voltage in kV.

The control strategy of capacitor banks comprises one of the following aspects/
approaches:

 • Voltage control: This approach uses bandwidth to control the voltage level to 
a setpoint value by switching on or off capacitors to increase or decrease the 
nodal voltage.

 • Power factor control: this approach measures the power factor of a specific 
point in the network and is able to turn on or off capacitors according to the pre- 
specified power factor setpoint.

 • Time control: the simplest control strategy, in which the capacitor bank is 
switched on or off according to specified instants of the day, for example, turn 
capacitors on during peak load periods.

Other types of shunt equipment are reactors and grounding resistances, often 
used in grounding systems of distribution networks. Equation (4.77) expresses the 
relation between the voltage and current phasor of the neutral- to- ground variables:

 PInk = Ynnk PVn
k   (4.77)

where the superscript  n  denotes the neutral- to- ground variables and parameters at 
node  k  . For a shunt reactor, the parameter  Y

nn
k   is equal to  1/jXgrounding , and it is equal 

to  1/Rgrounding  for resistance. Box 4.3 presents an example of a radial distribution 
feeder to illustrate the shunt capacitors and voltage regulators models.

4.3.6  Distributed generation
The nature of distribution systems is being modified from a passive to an active 
network due to the growth of DG. Some positive impacts may include reduced 
power flow and, therefore, decreased losses and voltage drop; however, some neg-
ative impacts such as voltage fluctuation, voltage rise, reverse power flows, and 
power factor alterations may occur if DG operation is not properly oriented [42]. 
Consequently, several studies have emerged, aiming to properly represent the DG 
presence in power system analysis to support expansion and operation planning.

The energy injected into the distribution system may be generated through dis-
tinct technologies [43]:

 • Electric machine directly connected to the grid: the electric machine is usually a 
synchronous one, and the generated energy is connected to the grid directly. This 
technology is usually related to internal combustion engines and gas turbines.

 • Electric machine with a power electronics  interface: the electric energy pro-
duced by the electric machines needs to be converted to grid compatible 
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Box 4.3 Example of the IEEE123 nodes test feeder
The 123 nodes test feeder contains voltage regulators and single- and three- phase 
shunt capacitors. Since the three- phase shunt capacitor,  b

sh
c = 0.2

4.162  , is connected 
via a wye- grounded connection, the matrix  YI   is used. The resulting  Ykk  is:

 

Ykk = j
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1
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  (4.78)

In turn, the voltage regulator can be modeled similarly to the transformers with 
the addition of taps for each phase. These taps are either known from the sys-
tem’s model or calculated by the LDC technique.

The LDC technique can be applied in the 123 nodes test feeder since there 
are single-, two-, and three- phase regulators. Specifically for the three- phase 
regulator, its current transformer and voltage transformer ratios are 300 and 20, 
respectively. The voltage setpoint is 124 V for each phase and the voltage band-
width is 2 V. Resistance and reactance values are different for each phase; there-
fore, the parameters  ̨ a,˛b , and ˛c  must be calculated separately.

With the three tap positioned at step 7, the transformer relation parameter 
 ̨ i  is:

 ˛i = 1 + 7 � 0.1/16 = 1.0437 i 2 fa, b, c, : : : g  (4.79)

It is common to represent the voltage regulator as an ideal transformer, disregard-
ing its series resistance and considering a very small reactance value, such as 
0.0001 p.u. With these considerations, the two- port model is:
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A single increase in the tap position would yield a transformer relation parameter 
of  ̨ i = 1.05 , changing the matrices  Ykm, Ymk , and  Ymm . Since  Ykk  does not vary with 
the transformer relation, it is the same for all tap positions and it is equal to:

(Continues)
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  (4.82)

The 123 nodes test feeder presents a unique model for steady- state analysis of 
distribution systems since it contains, in addition to the voltage regulators and 
shunt capacitors, two- phase and single- phase branches. The resulting Zabc  matrix 
has zeros on the missing phases and this reflects in different parameters in the 
two- port model when compared to full three- phase branches.

energy via power electronic converters. It is the case for wind turbines and 
micro- turbines.

 • Power electronics: this is the case for fuel cells and photovoltaic (PV) sys-
tems. Fuel cells convert stored chemical energy directly into electric and ther-
mal energy, while PV systems convert solar energy into electric and thermal 
energy. The DC energy output of these generators has to be converted to AC 
grid compatible energy via power electronics.

It is a common practice in steady- state studies to define DG as a constant 
injected complex power or as a constant injected active power with controlled volt-
age [43].  Hung et al. [44]  propose four distinct  classifications/types for the DG 
operation based on its active and reactive power generation characteristics: (i) DG 
capable of injecting active power only; (ii) DG capable of injecting reactive power 
only; (iii) DG capable of injecting active and reactive power; and (iv) DG injects 
active but consumes reactive power. However, some power system analyses may 
require a more detailed representation of the generation unit; therefore, while the 
simplistic approach is generally suitable for balanced electrical systems, it may lead 
to errors when dealing with electrical machines in unbalanced systems due to their 
electromechanical behavior.

When dealing with intermittent energy sources, such as wind and solar energy, 
the power electronics interface between the generation unit and the power grid plays 
a pivotal role in the generation unit’s effectiveness. It is responsible for controlling 
the generated power while attending to the power systems requirements.

In the PV generation, the power electronics interface is responsible for convert-
ing the DC- generated power to a suitable AC power for the power grid. The distinct 
inverter topologies used for PV conversion may be classified by distinct character-
istics, such as standalone or on- grid operation, the presence of galvanic isolation, 
the number of power processing stages, the presence or absence of transformer, the 
employed electronic topology of the power inverter(s), and the control strategy [45].

The stand- alone unit operates off the power grid and is used to supply power 
to small areas. It is usually composed of the PV modules, DC/DC and DC/AC 
inverters, controllers, and a storage system, which is often used to store the excess 
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generated power during the peak hours of production to be dispatched later. On the 
other hand, on- grid PV units do not require a storage system while maintaining all 
other components [45].

When a single- stage inverter is applied, it is directly responsible for the  
DC/AC conversion and injection of the generated power in the system; therefore, 
it is also in charge of the control of the injected currents, voltage amplification, 
and the maximum power point tracking (MPPT); whereas in a multi- stage inverter 
two or more inverters are present, in which the last one is responsible for the last 
AC conversion, while the first and intermediate ones usually amplify the generated 
voltage and sometimes create galvanic isolation [45]. As pointed out in [46], multi- 
stage inverters are mostly used, mainly two- stage power conversion topologies, in 
which the first inverter is a DC/AC/DC or DC/DC stage, used to amplify the gener-
ated voltage, and the second one is DC/AC conversion for power injection in the 
network.

When it comes to the electronic topology of the inverters and their controls, several 
strategies have been developed over the years. Some are the half- bridge diode- clamped 
inverters, full- bridge single- leg- clamped inverters, and cascaded inverters. These may 
also be classified according to their soft or hard switching inverters, while the soft switch-
ing ones have been preferred to achieve better performance [45].

The inverter helps to control the power factor and to ensure that the sinusoidal 
injected current attends safety requirements of the grid; therefore, it is a critical com-
ponent in a PV generation unit. This control system is usually divided into two groups: 
(i) maximum power point control module, which searches for the PV operational point 
with maximum power output; and (ii) inverter control modules, which provide enough 
quality of the injected power by guaranteeing proper synchronization with the power 
grid, controlling the injected active and reactive power into the grid and the voltage of 
the DC- link [45]. Several methodologies have been proposed to offer efficient control of 
PV inverters, which goes from the classical control approaches, such as linear controllers 
with proportional/integral/derivative schemes, to nonlinear, robust, adaptive, predictive, 
and intelligent ones [45].

Like load models, it is often common to represent the temporal behavior of the 
DG for steady- state analysis and state estimation applications, especially in the case 
of renewable resources like wind and solar. This temporal behavior is much the 
same as the load profiles and has a strong relation to environmental characteristics 
such as temperature, solar irradiance, and wind speed. This complementary infor-
mation provides the available input energy for the distributed generator models. It 
will define the maximum output of active and reactive power to be injected into the 
grid at each instant. Figure 4.10 illustrates a typical monthly temporal behavior of 
active power injection from a PV and from a wind turbine distributed generator. The 
dependency on environmental characteristics is the main source of variability of 
such types of resources.

This large variability consists of the intermittent characteristic of renewable 
DG, which translates itself into fast and abrupt variations in the output power due to 
these environmental changes. Typically, a stochastic random component is added to 
the generation profile to assess the effects of steady- state analysis [47]. It typically 
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 Figure 4.10    Active power injection profiles of one month of generation from 
renewable resources (solar and wind)

induces a larger variability in the power injection of the distribution system nodes to 
capture the intermittent behavior of renewable resources.

4.3.7   Energy storage
The advent of DG with high intermittency levels, especially from renewable 
resources, has driven a parallel effort for the inclusion of energy storage equipment 
in the distribution networks. Different energy storage technologies may be included 
in the power grid to provide such flexibility and ancillary systems. They can be 
classified as follows: (1) electrical (such as supercapacitors and superconducting 
magnetic storage); (2) mechanical (such as pumped hydroelectric, compressed air, 
and flywheel storage); (3) electrochemical (such as different types of batteries); (4) 
chemical (such as hydrogen and synthetic natural gas); and (5) thermal (such as 
water tanks and molten salts) [48].

The BESSs are often based on lithium- ion batteries connected to the grid with 
power electronic converters [49]. Other prospective technologies comprise advanced 
lead- acid, sodium- sulfur, and vanadium flow batteries. Regarding the batteries, the 
main characteristics for developing their models are total capacity, charge/discharge 
rates, internal voltage, open circuit resistance, and the number of associated bat-
teries (in series, to increase voltage, or on parallel to increase current). The power 
electronic converters are also crucial components of the storage systems, which may 
include a DC/DC converter, DC/AC converter, and also sometimes another step 
of an AC/AC converter. They provide a high level of flexibility, and control for 
the charging and discharging process, and also enable advanced features like volt-
age support, harmonic compensation, and frequency regulation [48]. Figure 4.11 
illustrates the main components of a typical BESS, where an array of batteries is 
associated with a two- level of interfacing converters. Detailed models for the BESS 
may even include the transitory polarization resistance and capacitance in parallel 
for the batteries.

The main characteristic to evaluate the operating point of a BESS is to accu-
rately calculate the state of charge (SOC), defined as the ratio between the available 
amount of charge and the maximum charge of the batteries. This fundamental defi-
nition is often not practical and motivated distinct SOC estimation methods, rang-
ing among lookup tables, dynamic parametric models, recursive filters, and, more 
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 Figure 4.11    Detailed diagram of a battery energy storage system (BESS) and 
main components: battery association, DC/DC converter, DC/AC 
converter, AC filter, and AC terminals

recently, data- driven methods based on artificial intelligence [50, 51]. One approach 
relies on the Coulomb Counting method, which is based on the continuous monitor-
ing of the BESS current and estimating the SOC from known initial conditions.

 
SOC(t) = SOC0(t0) �
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ˆ t

t0

I(t)dt
  

(4.83)

where  SOC0(t0)  is the initial condition for the SOC,  Cn  is the total capacity,  �  is 
the Coulombic efficiency, and  I(t)  is the instantaneous discharge current. Another 
method employs a detailed model of the BESS in order to estimate the internal volt-
age of the batteries accurately, and hence estimate the SOC through nonlinear func-
tions depending on the type of batteries and parameters [50, 51].

 SOC(t) = f(EOC,ROC,Rp,Cp)  (4.84)
where  EOC  is the internal open- circuit voltage of the battery,  ROC  is the open cir-
cuit resistance, and  Rp  and  Cp  are the polarization resistance and capacitance. Such 
methods provide an accurate assessment of the total energy available in the storage 
systems, thus enabling the evaluation of possible increments of power injected into 
the grid. Otherwise, if in a low SOC condition, it provides an estimate of the neces-
sity of charging them, an increment on the load of the distribution system.

From a distribution network perspective, the BESS can operate in steady state 
as loads when charging, or injecting active (and reactive) power as a DG when dis-
charging. The total amount of power is constrained by the SOC, the total capacity 
of the BESS, and the maximum charge/discharge rates. The control strategy of the 
BESS is also an influential factor since it can be optimized according to different 
strategies, based on market behavior, operation requirements, or specific strategies 
to aid power quality. Depending upon the level of analysis, these advanced control-
lers may be included or even use high- resolution models of distribution networks. 
For instance, Ref. [52], presents an optimized operation of BESS with other different 
energy resources to compensate for power quality issues on the grid while minimiz-
ing costs. Typically, at this level of control strategy, the response time falls within 
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steady- state methods and it is very common to associate this type of control strategy 
with high- resolution steady- state models of the distribution network.

4.3.8  Electric vehicles
The trend for seeking more renewable distributed energy resources is entangled 
within a larger social movement, going away from fossil- fuel dependency and 
toward more electrified systems in general. It culminated in a new thrust for the 
electric transportation systems, especially with electric vehicles, and that has signifi-
cant impacts on the distribution systems as new kinds of special loads. It has only 
been possible due to the recent advances in energy storage technologies, especially 
lithium- ion batteries, that enabled the commercial manufacturing of plug- in electric 
vehicles (PEV). The adoption of such PEVs will increase the diversity of electrical 
loads and the total amount of power required from distribution networks. In this 
sense, the introduction of charging technologies as new equipment in the distribu-
tion system can change the load profiles dramatically.

Detailed models include the same level of resolution as previously presented 
for BESS. Thus, the SOC plays a key role in the model and acts as the primary con-
straint to be considered [50]. Different PEVs manufacturers may also present par-
ticularities regarding the battery technology employed that should be included in the 
model [53]. From a distribution system perspective, the interface with the PEVs is 
done by the charging stations. The charging station is in essence a power electronic 
converter, based on different levels of AC/DC and DC/DC converters. The con-
verters can either be connected to low- voltage systems (for domestic cases) or also 
with medium- voltage connections (for multi- level converters). They can be installed 
on- board, that is, inside the PEVs, or off- board, as outside infrastructure reducing 
the weight of the PEV. Regarding charging rates, the stations can be separated into 
Level 1 (slow charge in the order of several hours), Level 2 (semi- fast chargers with 
a few hours), and Level 3 (fast chargers within minutes) [54].

Another important aspect comprises the control strategies of multiple charging 
stations, which may be separate in uncoordinated and coordinated [53]. For the unco-
ordinated strategy, PEVs charge independently with fixed charging rates defined by 
standards for domestic and commercial charging stations. For coordinated charg-
ing, they can be divided into optimized charging and the vehicle- to- grid (V2G)  
strategies. In optimized charging, the time and power of charging stations are 
defined by optimizing an objective function (typically costs) and considering the 
technical constraints of the distribution systems. In V2G charging strategies, besides 
the scheduling of charging stations, it also comprises optimization of discharging 
the batteries from the vehicles in order to provide grid support.

Regarding the model of these new loads, different approaches can be applied 
in order to perform a steady- state analysis of the distribution networks. They can 
be separated into deterministic, probabilistic, artificial intelligence, and dynamic 
[53, 55, 56]. Deterministic approaches consider the charging station loads as known 
values and are often derived in scenario- based analysis. Probabilistic approaches 
capture the stochastic nature of the charging process, often including exogenous 
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variables to capture features of the traveling times. Artificial intelligence is based 
on exploiting large data sets and building associative models to mimic past learned 
behavior. Finally, dynamic models include temporal relations in order to track 
changes in the PEVs’ behavior along with exogenous variables. Besides their con-
ceptual differences, such methods often incorporate similar new features to incre-
ment PEV model resolution and to properly assess their impacts on the grid, which 
often comprise:

 • departure, arrival, and traveling times from a typical PEV. These type of vari-
ables are included in the model to relate the usage of the PEVs and their respec-
tive SOC, indicating if charging is needed, or even inducing injecting power in 
the grid in a controlled manner.

 • the total capacity of the PEV according to manufacturer specifications, like bat-
tery technology, rated capacity, efficiency, and mechanical conversion relations.

 • the charging station features, especially the rate of charge, efficiency, control 
strategies, and the possibility to inject power into the grid.

 • the total fleet of electric vehicles and the location of off- board charging stations 
in the distribution system.

In this sense, PEVs change the traditional load models sensibly, and due to 
particular aspects of such equipment, they have a large effect on the operation of 
distribution systems, especially in the context of modern active low- voltage distri-
bution networks.

4.3.9   Static compensators (D-FACTS)
Static compensators have been used in power systems to supplement controllability 
and power transfer in the network. They are based on power electronics to control 
power system variables, such as power flows and voltages magnitudes.

The static compensators were referred to as flexible alternation current trans-
mission systems (FACTS) since their application occurred in transmission systems. 
However, due to the increasing complexity of the distribution system, these tech-
nologies started to be applied in distribution networks as well to support stability, 
control, and security [57]. The distributed FACTS (D- FACTS) aim to minimize the 
cost of regular FACTS devices by distributing small power electronics components 
in the distribution system [58].

To represent these devices in power system analysis, several models have been 
proposed. According to the working principle of the controller, it may have dis-
tinct state variables and, therefore, distinct equivalent representations, which may 
be summarized as [58, 59]:

 • Variable reactance static compensators: often referred to as the first generation 
of static controllers, these are based on the application of thyristors connected 
to capacitor and reactor banks. Through this connection, the static compensator 
may electronically change its equivalent reactance to capacitive or inductive 



Three- phase network model for steady- state analysis of distribution systems  101

values, and, therefore, it absorbs or generates reactive power. In steady- state 
power flow analysis, these compensators are often represented as a variable 
reactance connected in series or shunt to the system. Some of these compensa-
tors are the static VAR compensator (SVC) and the thyristor- controlled series 
compensator (TCSC).

 • Solid- state voltage generator static compensators: commonly referred to as the 
second generation of static controllers, these emerged with the usage of gate 
turn- off thyristors, which enabled the application of solid- state voltage sources 
in the power systems. Therefore, in steady- state analysis, these components are 
often represented as a voltage source with its intrinsic impedance connected in 
series or shunt to the power system. Some of these controllers are the static syn-
chronous compensator (STATCOM), synchronous series compensator (SSSC), 
and the universal power flow controller (UPFC).

The process for modeling the SVC, TCSC, STATCOM, and UPFC controllers 
in the steady- state analysis may be found in [59], as summarized in the following.

For the static VAR compensator, Ref. [59], presents a model in which the SVC 
is represented through an equivalent reactor bank connected in delta to the connec-
tion point of the system. Each equivalent susceptance may have its individual value 
adjusted according to the stipulated power restrictions of the operation. Also, when 
including this equipment in the power system model, it is possible to choose as state 
variables the controllable susceptances or the firing angles of the thyristors. It is 
also presented the power injection contribution of this equipment as a function of 
the controlled susceptances, and the controlled power system parameter is the nodal 
voltage magnitude of the bus to which the equipment is connected to.

The three- phase TCSC model presented in Ref. [59] comprises three indepen-
dent variable susceptances connected in series to the controlled line that have no 
mutual coupling between themselves. Just like for the SVC, the authors present 
two distinct modeling possibilities, one considering the controllable susceptances as 
state variables and another with the firing angles of the thyristors as state variables. 
Just like for the SVCs, the authors present the power injection contributions of the 
TCSC as a function of the controlled susceptances, and, for the TCSC, the controlled 
power system parameter is the active power flow in the line.

Furthermore, the three- phase STATCOM is represented through three indepen-
dent voltage sources, each with its own impedance and without the presence of 
mutual coupling, shunt- connected to each phase of the controlled bus. The state 
variables are defined as the voltage magnitude and angle for each voltage source. 
Also, the power injection contribution of the STATCOM is presented as a function 
of its state variables, and the equipment controls the voltage magnitude at its con-
nection point [59].

Moreover, the three- phase UPFC is two three- phase voltage sources: a shunt- 
and a series- connected voltage sources, each with its intrinsic impedance and with-
out mutual coupling. The state variables are the voltage magnitude and angle of both 
voltage sources. They control the voltage magnitude of the bus connected to the 
shunt- voltage source and the active and reactive power flow of the line connected 
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with the series- voltage source. The model comprises also an active power constraint 
for shunt and series voltage sources, representing a zero exchanged net active power 
for such devices. As with the other devices, it is also presented the influence of the 
controlled state variables on the active and reactive power injections of the buses 
connected to the UPFC [59].

Finally, Box 4.4 presents the description of the typical distribution systems 
available in the literature, widely adopted for testing new methods and equipment, 
and assessing distribution feeder conditions.

4.4  Concluding remarks

Power system computational analysis is essential for operating and planning electri-
cal distribution networks. In their essence, distribution systems are unbalanced and 
asymmetrical electrical networks, spread across large areas connecting a diverse set 
of components with final consumers. The challenges associated with suitable distri-
bution systems modeling, add complexity to any analysis performed. It includes the 
increase of variables that three- phase representation carries and also encompasses 
detailed component representation. From the perspective of distribution system state 
estimation, the challenges rely on accurate network models capable of dealing with 
measurements and information from all different elements of the distribution sys-
tems to translate into adherent models that capture the reality of such systems.

This chapter presented the fundamental equations to perform steady- state analy-
sis in distribution networks based on the power flow of the network. The model 
comprises a three- phase generic representation of different components and the 
main electrical quantities of such models, as active and reactive power flows and 
voltage and current phasors. A two- port admittance model facilitates the implemen-
tation of the steady- state models of the distribution system components, under a 
matrix implementation.

The traditional components, as well as the modern technologies from the smart 
grid concept, are briefly discussed under a steady- state distribution system analysis 
perspective. The main components of substations, primary feeders, and secondary 
low- voltage circuits are also presented, such as power transformers, distribution cir-
cuits, shunt capacitors, and loads. Moreover, this chapter addresses the key features 
of modern distribution systems associated with distributed energy, energy storage, 
electric vehicles, and flexible power converters. Details of both the two- port models 
are shown, and important aspects regarding controllers and probabilistic behavior 
were also discussed.

All these aspects, if adequately addressed within the network models, can 
increase awareness of the system, providing accurate information for all compo-
nents in distribution systems. It is a crucial feature for state estimators to act more 
actively in the operation of the modern distribution systems. It enables moving 
toward identifying abnormal behavior in each component at a per- phase level. It can 
also lead to extrapolations of controller conditions and advanced equipment in the 
network, assessing flexibility to accommodate unexpected risks.
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Box 4.4 The IEEE test feeders
Different test feeders provide different analytic challenges for researchers. These 
feeders model different equipment, network topology while feeder was designed 
with a specific challenge to be studied and their descriptions are:

• IEEE 4 nodes: small feeder for testing the representation of dif-
ferent three- phase transformers connections, three- phase- coupled 
circuits as well as unbalanced loads.

• IEEE 13 nodes: aims to test the convergence for a very unbal-
anced feeder, it contains a single- voltage regulator and shunt 
capacitors. The feeder operates at 4.16 kV.

• IEEE 34 nodes: based on an actual feeder operating at 24.9 kV, 
it requires the modeling of voltage regulators, shunt capacitors, 
and unbalanced loads.

• IEEE 37 nodes: contains three- wire delta underground electrical 
lines operating at 4.16 kV. This test feeder is based on an actual 
feeder and it represents a common configuration for distribution 
networks.

• IEEE 123 nodes: these feeders operate at 4.16 kV and, because 
of voltage drop problems, it requires the modeling of voltage reg-
ulators and shunt capacitors. This feeder is supposed to present 
minimal convergence problems.

• IEEE US low voltage: although it is not an actual feeder, it 
represents low- voltage networks in urban centers. This system 
presents a different topology from common radial feeders since it 
contains multiple feeders, a highly meshed network, and parallel 
lines as well as transformers.

• IEEE European low voltage: this feeder represents a European 
network with radial and meshed low- voltage systems. It contains 
unbalanced low- voltage feeders and the dataset also contains 
time- series simulations.

• IEEE neutral- earth- voltage: requires a more detailed model of 
equipment since it requires the modeling of connections to earth. 
It is based on an actual feeder.

• IEEE 8500 nodes: large- scale system, unbalanced. Represents 
a full- scale distribution system and requires the modeling of a 
center- tap transformer.

These feeders have been developed by the Test Feeder Working Group, a part 
of the IEEE Distribution System Analysis Subcommittee, and are openly avail-
able at https://site.ieee.org/pes-testfeeders/resources/. Other models are also 

(Continues)
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available, such as the EPRI test circuits which contain small, medium, and large 
systems and the UKGDS test system, which represents a generic distribution 
system network in the UK grid.

The next chapters present the main methods to perform steady- state analysis 
and real- time state estimation in distribution systems. All these methods will essen-
tially rely on the presented distribution network electrical models, in the form of 
the measurement model or to represent power flow equations. More details may be 
included in all the presented models, and the reader is referred to the specific litera-
ture on each type of equipment.
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Chapter 5

Current-basedpowerflowcalculationmethods
fordistributionsystems

Madson C. de Almeida 1, Antônio P. Feltrin 2, and  
Luís H. T. Bandória 1

This chapter presents three current- based power flow calculation methods devoted 
to distribution systems, namely, the branch current- based load flow (BCBLF), 
the admittance matrix- based load flow (AMBLF) and the classical BFSLF. Due 
to similarities, the BCBLF and the AMBLF are presented simultaneously. The 
formulations presented are devoted to three- phase radial distribution systems; 
however, the AMBLF can be successfully applied to meshed distribution systems 
exactly as it is presented. After describing the basic theoretical aspects of the 
methods, detailed results based on small size distribution networks are presented 
and discussed.

5.1 Introduction

The load flow calculation in a power system consists in determining the state of the sys-
tem. From that, quantities such as power flows, current flows, and power losses can be 
obtained. The values of the state variables describe the state of the system. These values 
change according to the operating conditions of the power system.

In the classical and well- established load flow calculation approach solved by 
the Newton–Raphson method (NRLF), the state variables are the system bus voltage 
magnitudes and angles [1–3]. Given that the specified quantities are power injec-
tions and voltage magnitudes, the equations relating state variables and specified 
quantities are nonlinear. As a result, the Jacobian matrix required by the NRLF 
needs to be updated at every iteration of the solution process [1–3]. Due to its robust-
ness, this method is widely accepted and can be successfully applied to transmission 
and distribution systems [1, 2].
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Despite all the good features of the classical NRLF, alternative load flow tech-
niques can be found in the literature, not necessarily based on the Newton–Raphson 
iterative scheme, mainly to overcome the need of updating the Jacobian matrix of 
the NRLF at every iteration [3–7]. This is especially desired in the context of distri-
bution systems, where the three- phase modelling of the networks is usually adopted 
[3, 8]. Compared to the single- phase modelling commonly adopted in transmission 
systems, the three- phase model increases the number of state variables by three and, 
consequently, increases the computational times.

The literature presents many load flow approaches using complex voltages and 
currents in rectangular form as state variables, while the specified quantities, i.e., 
power injections and voltage magnitudes, are converted, for instance, into complex 
currents and voltages. These alternative approaches aim to obtain linear equations 
relating the state variables and the converted specified quantities to yield a constant 
Jacobian matrix. Once the Jacobian matrix is constant, it needs to be built and fac-
torised just once. In this case, the number of iterations required for the load flow 
convergence can slightly increase; however, the time spent in each iteration can 
significantly decrease, speeding up the load flow computational performance [2].

One of these current- based load flows was proposed by Dommel, Tinney and 
Powell [9]. It consists in modelling the specified active and reactive power injec-
tions of the load buses as current injections, while the active power injection and 
the voltage magnitudes from the generation buses are modelled in terms of active 
power mismatches and angle deviations. This modelling for the generation buses is 
often considered unsatisfactory [10]. Although many approaches available in the 
literature can be successfully applied to modelling generation buses in current- based 
power flows, none results in a constant Jacobian matrix when applied to distribution 
systems. Therefore, the well- known BFSLF [11] becomes very attractive once it 
does not require building a Jacobian matrix and can successfully cope with load and 
generation buses.

In this context, this chapter presents three current- based power flow calculation 
methods devoted to distribution systems: the BCBLF, the AMBLF, and the classical 
BFSLF. Due to their similarities, the BCBLF and AMBLF are presented simultane-
ously. Although these formulations are devoted to three- phase radial distribution 
systems, the AMBLF can be successfully applied to meshed distribution systems. 
When presenting the AMBLF and BCBLF, only the reference and load buses will be 
considered, resulting in constant Jacobian matrices. This makes both load flows very 
attractive from the computational point of view, despite limiting their applications.

5.2 Basicsofthecurrent-basedthree-phasepowerflow

The power flow solution in electric power networks refers to the calculation of the 
state variables from the network topology, system parameters and specified quanti-
ties. The typical solutions are based on the NRLF, where the specified quantities are 
written in terms of the state variables [1]. All state variables are simultaneously cal-
culated, and a Jacobian matrix is required. As stated above, the AMBLF and BCBLF 
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can result in constant Jacobian matrices, whereas the Jacobian matrix of the NRLF 
needs to be updated every iteration.

In the BFSLF, the state variables are iteratively updated one at a time. For that, 
the branches of the network are considered one at a time. As a result, a Jacobian 
matrix is not required, speeding up the computational times. The main drawback of 
the BFSLF is related to the presence of meshes in the network [12]. Beyond that, this 
power flow requires the ordering of the buses and nodes of the distribution system 
from the substation to the terminal buses.

5.2.1 Statevariables
The state variables can be defined as a minimum set of variables that completely 
describes a system [13]. Thus, given the values of the state variables for a certain 
operating condition of a power system, all electrical quantities related to the system 
in that operating condition can be calculated from the equations that describe the 
system. In the NRLF and BFSLF methods, the state variables are the system bus 
voltage magnitudes and angles [1, 11]. The complex bus voltages are adopted in the 
AMBLF as state variables; however, they are used in rectangular coordinates, i.e., 
the real and imaginary parts of the complex bus voltages. In the BCBLF, the state 
variables are the complex currents flowing in the branches in rectangular coordi-
nates, i.e., the real and imaginary parts of the branch currents. Furthermore, the pha-
sor voltage at the substation, represented in rectangular coordinates, is also included 
as a state variable in the BCBLF.

Despite the set of state variables adopted, the number of state variables is the 
same. Considering a fully three- phase distribution system, the number of state vari-
ables is  6Nbuses , where  Nbuses  is the number of three- phase buses on the systems.

5.2.2 Specifiedquantitiesandbustypes
In power systems, the variables associated with every bus are voltage magnitudes, 
voltage angles, active power injections and reactive power injections. In power flow 
calculation, these variables are classified as specified quantities and quantities to 
be calculated. Based on the specified quantities, the buses of the system are, then, 
referred to as reference bus, load buses and generation buses.

To make the problem solvable, the number of specified quantities must be equal 
to the number of the quantities to be calculated. In three- phase systems, given that 
the three phases are present, each bus has 12 variables. According to the type of the 
buses, six variables are known (specified), and six variables need to be calculated. 
In the reference bus, the complex voltages for the three phases are specified. In load 
buses, the active and reactive power injections are specified for the three phases. In 
generation buses, the active power injections and the voltage magnitudes are speci-
fied for the three phases. Only one reference bus is required.

Depending on the adoption of control strategies, other types of buses can be 
considered; however, this is out of the scope of this chapter and only the three basic 
types will be considered.
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5.2.3 Loadmodelling
The loads connected to the distribution systems mainly represent residential, com-
mercial and industrial consumers. The loads are represented by the specified active 
powers,  P

i,spe
k  , and reactive powers,  Q

i,spe
k  . These powers can be constant or vary 

according to the bus voltages. The loads are usually represented by the exponential 
or polynomial (ZIP) models [14]. For the sake of simplicity, only the exponential 
model is presented here. The exponential model is described in (5.1) and (5.2). These 
load models can be used with all the load flow methods discussed in this chapter.
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In (5.1) and (5.2),  P
i,nom
k   and  Q

i,nom
k   are, respectively, the nominal values of the 

active and reactive powers of the loads on phase  i  of the bus  k  ,  V
i,nom
k   is the nominal 

voltage magnitude on phase  i  of the bus  k   and  V
i,�
k   is the magnitude of the voltage on 

phase  i  of the bus  k  . As this voltage is unknown before the load flow calculation, it 
is updated every iteration  �  during the load flow process.

The constants  ̨
i
k   and  ̌

i
k   can assume values 0, 1 or 2 to represent, respectively, 

a constant power, a constant current or a constant impedance. However, in practice, 
loads are a combination of these behaviours, and these constants can assume differ-
ent values [15]. For instance, Table 5.1 shows the typical values for these constants.

5.3 Branchcurrent-basedandadmittancematrix-based 
loadflows

Figure 5.1 shows an overview of the AMBLF and BCBLF. In these approaches, the 
specified quantities are converted into equivalent specified quantities and compose 
the vector  z(x�) . For that, the current values of the state variables,  x� , are required. 
Equations representing the equivalent specified quantities are derived and used to 

Table5.1 Representativeparametersoftypicalconsumersofdistribution
networks[15]

Consumertype  ̨   ̌  

Residential 1.04 4.19
Commercial 1.50 3.15
Industrial 0.18 6.00
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build the Jacobian matrix H  . The resulting Jacobian matrix is constant, therefore, 
it is built and factorised just once. This is possible due to the conversion of the 
specified quantities into equivalent specified quantities and the choice of the state 
variables. From H   and  z(x�) , the vector containing the state variables is calculated, 
giving rise to  x�+1 . Then, the convergence is checked. If the convergence condition 
is met, the load flow solution is  Ox = x�+1 , otherwise, the iteration counter  �  is incre-
mented, and a new iteration is run.

5.3.1 Statevariables
The AMBLF adopts the real and imaginary parts of the complex bus voltages as 
state variables [7, 16]. Therefore, the state vector for the AMBLF is given in (5.3). 
The variables  V

i
re,k   and  V

i
im,k   stand, respectively, for the real and imaginary parts 

of the complex voltages on three phases  i  of each bus of the distribution system. 
Assuming that the system has  Nbuses  three- phase buses, the vector  x  has  6Nbuses  ele-
ments. The superscript T   stands for transpose.

 x =
�
Vi

re,k Vi
im,k

�
T i 2 fa, b, cg k 2 f1, 2, ...,Nbusesg  (5.3)

The state variables adopted in the BCBLF are the real and imaginary parts of the 
complex voltages at the reference bus and the real and imaginary parts of the com-
plex currents in the branches [17], as presented in (5.4). The variables  V

i
re,r  and  V

i
im,r  

stand, respectively, for the real and imaginary parts of the complex voltages at three 
phases  i  of the reference bus r . The variables  I

i
re,km  and  I

i
im,km  stand, respectively, 

for the real and imaginary parts of the complex currents at three phases  i  of the 
branches of the distribution system. For the sake of simplicity, it is assumed that the 
distribution system is radial and, therefore, it has  Nbranches = Nbusues � 1  three- phase 
branches. If the distribution system contains meshes, a set of  Nbranches � 1  branches 
forming a spanning three needs to be selected and their currents will be used as state 
variables [18]. Given that there is only one three- phase reference bus, the vector  x  
has  6Nbuses  elements.

Figure5.1 OverviewoftheAMBLFandBCBLF
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 x =
�
Vi

re,r Iire,km Vi
im,r Iiim,km

�
T i 2 fa, b, cg km 2 f1, 2, ...,Nbranchesg  (5.4)

Regardless if the state variables are the ones shown in (5.3) or (5.4), the number of 
state variables is six per bus, given that each bus or branch has three phases and two 
state variables per phase. In cases where there are single- and two- phase buses and 
branches, the concept of dummy lines and dummy nodes can be applied and, there-
fore, all buses can be treated as three- phase buses [19].

5.3.2 Bustypesandequivalentspecifiedquantities
As stated above, the specified quantities are given according to the bus types. In the 
AMBLF and BCBLF, the specified quantities are converted into equivalent speci-
fied quantities. As it is shown in this section, depending on the type of the bus, the 
resulting equivalent quantities need to be updated at every iteration of the solution 
process.

5.3.2.1  Load buses
Given the bus  k   is a load bus, the active power injections  P

i,spe
k   and the reactive 

power injections  Q
i,spe
k   are specified quantities for the three phases  i  of the  Nloads  

load buses. In both load flow approaches, the AMBLF and BCBLF, these specified 
power injections need to be converted into current injections. In the AMBLF, this is 
done according to (5.5). Note that the equivalent specified quantities,  I

i
re,k   and  I

i
im,k  ,  

need to be updated at every iteration of the iterative process once they depend on 
the complex bus voltage,  PV

i,�
k  , which is updated at every iteration  �  [16, 17]. The 

superscript �  stands for complex conjugate and the superscript  spe  stands for speci-
fied quantities.
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(5.5)

In distribution systems, the line shunt capacitances are usually negligible. However, 
the presence of shunt admittances on buses is common for voltage control purposes. 
In the AMBLF, these admittances are added to the system admittance matrix and, 
consequently, their effect is taken into account in the Jacobian matrix. On the other 
hand, in the BCBLF, the Jacobian matrix does not contain elements of the system 
admittance matrix. Therefore, to take into account the shunt admittances of the lines, 
 Y
sh
km,  and the shunt admittances of the buses,  Y

sh
k  , (5.5) needs to be rewritten as (5.6), 

where  Yk   is a matrix containing the association of all shunt admittances connected to 
the bus  k  . Given that  Yk   is a matrix and  PVk   is a vector, the product  Yk PVk   is a vector 
containing the currents injected by the shunt elements in the bus  k  .
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5.3.2.2 Referencebus
In power flow analysis, an angular reference is required to make the problem solv-
able. This angular reference is set on the reference bus, r , which is usually the sub-
station bus. For three- phase systems, the voltage angles need to be phase shifted by 
 120ı . For simplicity, the angles  �

i,spe
r   are normally set to  0ı ,  �120ı  and  +120ı , for 

phases  i 2 fa, b, cg , respectively. The voltage magnitudes,  V
i,spe
r  , are specified with 

the same values for the three phases  i , for instance, 1 pu [20]. As the voltage magni-
tudes and the voltage angles at substation bus are specified for the three phases, the 
real and imaginary parts of these complex voltages can be written according to (5.7) 
and (5.8), and included in the load flow as equivalent specified quantities. Once the 
magnitudes and angles are specified for the three phases of the reference bus, the 
equivalent specified quantities,  V

i
re,r  and  V

i
im,r , for the three phases are constant dur-

ing the solution process.

 Vi
re,r = Vi,spe

r cos �
i,spe
r i 2 fa, b, cg  (5.7)

 Vi
im,r = Vi,spe

r sin �
i,spe
r i 2 fa, b, cg  (5.8)

Alternatively, the reference bus can be modelled as a balanced three- phase voltage 
source behind an equivalent impedance that represents the network backward (i.e. 
upstream) the distribution main substation [20].

5.3.2.3 Generationbuses
For a generation bus  k , the active power injection  P

i,spe
k   and the voltage magnitude  V

i,spe
k   

are the specified quantities for the three phases  i  of the bus  k . The literature presents 
several approaches for modelling generation buses given the state variables are complex 
currents and voltages in rectangular form [7, 21–23]. However, none of them, unlike the 
reference bus and the load buses, results in a constant Jacobian matrix.

Table 5.2 summarises the approaches available to model generation buses in 
both the AMBLF and BCBLF. Given that these buses are not common in distribution 

Table5.2 Summaryofloadandgenerationbusmodels

Bustype References Statevariables Dependentvariables
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systems, and these approaches require updating the Jacobian matrix during the load 
flow solution process, increasing the computational times, for the sake of simplicity, 
generation buses will not be considered in this chapter.

In summary, for the AMBLF and BCBLF, the specified quantities are used to 
obtain the equivalent specified quantities, which are, in fact, used in the load flow. 
Table 5.3 summarises the equations required to obtain the equivalent specified quan-
tities from the specified quantities according to the bus type. These equations apply 
to the three phases of the corresponding buses. Recall that generation buses will not 
be considered, as they result in a variable Jacobian matrix.

5.3.3 Generalmodelling
The classical nonlinear and well- established load flow problem is usually solved 
by the NRLF, which is described by the iterative process in (5.9) and (5.10), where 
 h(x)  contains the equations relating the specified quantities to the state variables  x , z   
contains the values of the specified quantities, and  �  is the iteration counter [1].

 �x� = H(x�)�1 �z � h(x�)
�
  (5.9)

 x�+1 = x� + �x�  (5.10)

The Jacobian matrix  H(x�)  contains the derivatives of the equations  h(x)  with respect to 
the state variables  x . These derivatives need to be updated at every iteration  � . As stated 
above, for the AMBLF and BCBLF, the specified quantities are converted into real and 
imaginary parts of voltages and currents, according to (5.5)–(5.8). As the converted quan-
tities for the load buses need to be updated at every iteration  � , the vector containing the 
specified quantities will be represented by  z(x�) . In the BCBLF, in order to update the 
vector  z(x�) , it is required to obtain the bus voltages from the branch currents, which are 
the state variables. This can be done, for instance, applying the forward sweep step of the 
BFSLF described in this chapter [24].

Given the state variables are the real and imaginary parts of complex voltages 
and currents, as shown in (5.3) and (5.4), the converted specified quantities and the 
state variables relate from linear equations and, therefore,  h(x�) = Hx� . Note that the 
Jacobian matrix H   is constant and does not need to be updated at every iteration. As 
a result, (5.9) and (5.10) can be rewritten as (5.11).

 �x� = H�1 �z(x�) � Hx�
�
= H�1z(x�) � H�1Hx� = H�1z(x�) � x�

  (5.11)

Table5.3 Bustypesandequivalentspecifiedquantities

Bustype
Specified
quantities

Equivalentspecified
quantities Equations

Load bus (PQ)  P
i,spe
k ,Qi,spe

k   I
i
re,k, Iiim,k 

(5.5) or (5.6)
Reference bus (Vθ)  �

i,spe
k ,Vi,spe

k   V
i
re,k,Vi

im,k 
(5.7) and (5.8)
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From (5.10) and (5.11), the values of the state variables in the next iteration  � + 1  are 
directly obtained in,

 x�+1 = x� + �x� = H�1z(x�)  (5.12)

From the computational point of view, solving (5.12) is much more attractive than 
solving (5.9) and (5.10), given the Jacobian matrix is built and factorised just once.

5.3.3.1 Jacobianmatrices
A distribution system containing  Nloads  load buses and one reference bus, the total 
number of buses is  Nbuses = Nloads + 1 . Assuming that every bus has the three phases, 
the total number of state variables is  6Nbuses . In order to make the problem solvable, 
 6Nbuses  quantities must be specified and converted into  6Nbuses  equivalent speci-
fied quantities. For simplicity, assuming that the distribution system is radial, then, 
 Nbranches = Nbuses � 1 .

The vector containing the equivalent specified quantifies,  z(x�) , is as shown 
in (5.13). The variables  V

i
re,r  and  V

i
im,r  stand for the real and imaginary parts of the 

complex voltages at the three phases  i  of the reference bus, r . As there is one refer-
ence bus, these vectors have three elements. The variables  I

i
re,k(x

�)  and  I
i
im,k(x

�)  
contain, respectively, the real and imaginary parts of the complex currents injected 
at the three phases  i  of the  Nloads  load buses. Therefore, the vector  z(x�)  has  6Nbuses  
elements.
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Given the vectors  x  and  z(x�)  contain  6Nbuses  elements, the Jacobian matrix is 
 6Nbuses � 6Nbuses  and has full rank, i.e., the inverse of the Jacobian matrix can be 
obtained. Indeed, instead of inverting this matrix, it is recommended to adopt well- 
consolidated sparse matrix factorisation methods [25].

For the sake of simplicity, considering that the reference is at the bus 1 and the 
state variables are those shown in (5.3), the Jacobian matrix of the AMBLF can be 
partitioned as in (5.14), where  [L O]  contains the derivatives of  V

i
re,r  regarding the 

state variables,  [O L]  contains the derivatives of  V
i
im,r  regarding the state variables, 

 [G � B]  contains the derivatives of  I
i
re,k(x

�)  regarding the state variables and  [G B]  
contains the derivatives of  I

i
im,k(x

�)  regarding the state variables. Furthermore, 

 L = [I3�3 03�3Nloads]  and  O = [03�3Nbuses] . In (5.14),  G  and B  stand for the real and 
imaginary parts of the system admittance matrix. As bus 1  is not a load bus, the lines 
of  G  and B  referring to bus 1  are removed from (5.14).



118 Power distribution system state estimation

 

HAMB =
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For the sake of simplicity, considering that the reference is at bus 1 and the vector 
of state variables is (5.4), the Jacobian matrix of the BCBLF can be partitioned as 
in (5.15), where matrices L  and  O  are the same as in (5.14),  M = [03Nloads�3 A] , 
 N = [03Nloads�3Nbuses]  and A  is the node to branch incidence matrix of the distribu-
tion system [8]. Therefore, A  contains the derivatives of  I

i
re,k(x

�)  and  I
i
im,k(x

�)  with 
respect to the branch currents.
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(5.15)

5.3.4 Computationalaspectsanddiscussion
In both load flow approaches, the AMBLF and BCBLF, given that there are no gen-
eration buses, the resulting Jacobian matrices,  HAMB  and  HBCB , will be constant. 
These matrices will change only if the system topology changes. As a result, these 
matrices are built and factorised just once, significantly speeding up the load flow 
computational performance [2, 10].

As stated in Section 5.3.2.3, generation buses can be modelled in both load 
flows; however, based on the more promising available approaches, the result-
ing Jacobian matrices will not remain constant during the load flow solution pro-
cess, deteriorating the computational performance. Even though, it is expected the 
AMBLF and BCBLF to perform better than the classical NRLF.

5.3.4.1 AMBLFandBCBLFalgorithms
For the AMBLF and BCBLF, the solution is obtained by solving (5.12). Thus, 
despite the difference between the AMBLF and BCBLF, both approaches can be 
accomplished by iteratively running the following steps.



Current-basedpowerflowcalculationmethodsfordistributionsystems 119

   

The data preparation consists in the conversion of the quantities to the per unit 
system and the formation of the system admittance matrix and the node to branch 
incidence matrix [8], when required. After the data preparation, in the second step, 
the iteration counter is initialised and, in step 3, the first guess to the bus voltages 
needs to be provided. Usually, the three- phase flat start is adopted; however, this first 
guess can be obtained, for instance, from a previous load flow calculation. In step 4, 
the Jacobian matrix H   can be built and factorised. In step 5, the vector containing 
the equivalent specified quantities,  z(x�) , is updated. In step 6, the state vector is 
updated solving (5.12) and, then, in the seventh step, convergence is checked. The 
convergence criterion can be, for example, the one shown in (5.16). Typical values 
for  tolerance  are in between a range from  10�3  to  10�6 . If the convergence criterion 
is satisfied, the process is done, and the final state  Ox  is obtained. If the criterion is not 
satisfied, the process returns to step 5 and is repeated until the convergence criterion 
is satisfied.

 max|x�+1 � x� | � tolerance  (5.16)

For the BCBLF, after the first iteration, in order to update the vector containing the 
equivalent specified quantities,  z(x�) , it is required to obtain the bus voltages from 
the branch currents, which are the state variables. This can be done applying (5.21), 
to be presented in Section 5.4.3.1, from the reference bus to the terminal buses.

5.4 Backward/forwardsweeploadflow

In the BFSLF, the state variables are iteratively updated one bus at a time. For that, 
the branches of the network are handled individually. For that, the buses and nodes 
of the distribution system need to be ordered from the substation to the terminal 
buses. As a result, a Jacobian matrix is not required.

Beyond that, this power flow requires the ordering of the buses and nodes of the 
distribution system from the substation to the terminal buses.
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Similar to the load flow approaches discussed above, in the BFSLF, an initial guess 
to the bus complex voltages is required. Usually, the voltages at the reference bus are 
used as the first guess. Given the bus voltages, the current injections are obtained from 
the specified quantities, allowing to obtain the complex current flowing in the branches, 
in the so- called backward step. Once the current flows are known, in the forward step, the 
complex voltages are updated from the substation towards the terminal buses. These steps 
are repeated until the convergence criterion is reached.

5.4.1 Basicaspects
The BFSLF adopts the magnitude and the angles of the complex bus voltages as 
state variables. Therefore, the state vector for the BFSLF is given in (5.17). The 
variables  V

i
k   and  �

i
k   stand, respectively, for the magnitudes and angles of the com-

plex voltages at the three phases  i  of each bus of the distribution system. Assuming 
that the system has  Nbuses  three- phase buses, the vector  x  has  6Nbuses  elements. 
Considering the concept of dummy lines and dummy nodes, all buses can be treated 
as three- phase buses [19]. The superscript T   stands for transpose.

 x =
�
Vi

k � i
k

�
T i 2 fa, b, cg k 2 f1, 2, ...,Nbusesg  (5.17)

Similar to the AMBLF and BCBLF, the buses are classified as reference bus, load 
bus and generation bus, according to the specified quantities. The most important 
feature of BFSLF is that it does not require a Jacobian matrix, while its main draw-
backs are associated with the presence of meshes in the networks and the need of 
ordering the branches. Therefore, this method is especially attractive for radial and 
weakly meshed networks [26].

As usually done, only the three phases of the distribution systems are being 
considered in the load flow calculation. Despite that the neutral wire and the ground 
are not explicitly represented, their effects are merged into the phases [11]. In cases, 
where the neutral and ground currents and voltages are required, a complete model 
can be adopted. For instance, a BFSLF considering the three phases, the neutral wire 
and the ground is presented in [11].

5.4.2 Generalmodelling
In the BFSLF, the branches of the network are handled one at a time. Therefore, 
consider the three- phase branch shown in Figure 5.2. The shunt admittances and 
loads are connected to the terminal buses. As the lines are short, their shunt capaci-
tances are usually neglected [12]. It is assumed that bus  k   is the bus upstream of 
bus  m . This figure also shows the current flowing in branch  km , namely,  PI

a
km ,  PI

b
km  

and  PI
c
km .

The series self and mutual impedances of the branch are represented by the 
diagonal and off- diagonal elements of the primitive impedance matrix (5.18). They 
can be calculated from Carson equations [24].
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Zkm =

0
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Zac Zbc Zcc

1
CCA

  

(5.18)

5.4.3 Computationalaspectsanddiscussion
In the BFSLF, a Jacobian matrix is not required, making this approach very attrac-
tive from the computational point of view. For that, the branches are taken one at a 
time. The solution is obtained by updating all the current injections and, then, all the 
buses voltages at each iteration. The main drawbacks of this approach are regarded 
to the presence of meshes in the distribution system and the need of ordering the 
branches. In the following, the algorithm of the BFSLF is presented and discussed.

5.4.3.1 Backward/forwardpowerflowalgorithm
The computation of the power flow by the BFSLF requires the ordering of the buses 
and nodes of the distribution system. In the first step of the proposed algorithm, the 
branches and nodes are ordered by layers from the substation to the terminal buses. 
Here, the approach shown in [26],11], was adopted. The data preparation is also 
realised in the first step. It consists in the conversion of the quantities to the per unit 
system. The BFSLF calculation is accomplished by iteratively running the follow-
ing steps.

Figure5.2 Generalmodelofadistributionbranch[11]
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In the second step, the iteration counter is initialised and, in step 3, the first 
guess to the bus voltages needs to be provided. Usually, the voltage of the sub-
station is adopted as the first guess for all buses. These voltages have the same 
magnitude and are  120ı  displaced [20]. In the fourth step, the current injections 
at every bus  k   are obtained from (5.19), where  Yk   is a  3 � 3  matrix containing the 
association of all shunt admittances (of the bus and the branches) connected to the 
bus  k  .
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(5.19)

In step 5, after the current injections in all buses have been calculated, in order to run 
the backward step, the current flows in the branches are obtained from (5.20), where 
 �m  is the set of branches connected downstream to the bus  m .
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(5.20)

In step 6, the forward step, the voltages on all buses are updated according to (5.21). 
If the powers depend on the voltages, they also need to be updated in this step.
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In step 7, convergence is checked. The convergence criterion can be, for instance, as 
shown in (5.16). Typical values for tolerance are in between a range from  10�3  to  10�6 .  
This procedure is repeated until the convergence criterion is satisfied.

5.5 Casestudies

In this section, detailed case studies are presented. The main aspects of the presented 
power flows are reinforced and discussed. Based on these studies, it is possible to 
better understand the approaches and compare them. For the sake of didactic, the 
tests are performed on a 4- bus test feeder with a rated nominal voltage of 12.47 kV, 
whose single- line diagram is shown in Figure 5.3. This system is a simplified ver-
sion of the IEEE 4- bus test system [27].

All three line segments are 2 000- ft long and have the same series impedance 
and shunt admittances. The primitive series impedance matrix, given by  Zkm , and the 
primitive shunt admittance matrix, given by  B

sh
km , are shown below.

 

Zkm =

0
BB@
0.4576 + j1.0780 0.1559 + j0.5017 0.1535 + j0.3849

0.1559 + j0.5017 0.4666 + j1.0482 0.1580 + j0.4236

0.1535 + j0.3849 0.1580 + j0.4236 0.4615 + j1.0651

1
CCA�/mile

Bsh
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0
BB@
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�1.2595 � 0.7417 5.63860

1
CCA�/mile

  

(5.22)

The system supplies a wye- grounded, unbalanced, three- phase constant power load 
connected at the bus 4. The power of the loads connected to the three phases is:

 •  Sa
4 = 1275kW  at  0.85  lagging power factor;

 •  Sb
4 = 1800kW  at  0.90  lagging power factor;

 •  Sc
4 = 2375kW  at  0.95  lagging power factor.

For voltage control purposes, the system also has a wye- grounded capacitor 
bank with 300 kVAr at each phase, connected at the bus 4.

Figure5.3 4-Bustestfeeder
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5.5.1 Datapreparation
Before applying the methods, the data must be converted to the per unit system. For 
this, a base power of 100 MVA and a base voltage equal to the system nominal volt-
age are adopted. Once this conversion is done, the primitive admittance matrices are 
built. Since all the branches are identical, their primitive admittance matrices, given 
by Y12, Y23 and Y34, are the same and equal to  Ykm , as shown below. The corresponding 
primitive shunt admittance matrices, given by  Y

sh
12 ,  Y

sh
23  and  Y

sh
34 , are also the same and 

equal to  Y
sh
km , as shown below. The primitive bus shunt admittance matrix is given  

by  Y
sh
k  .
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(5.23)

Bus 1 is the reference bus. Its voltage magnitude is set to 1 pu, and its voltage angle is 
set to 0°. In order to initialise the methods, it is necessary to set an initial guess for the 
bus voltages and angles. As it is usually done, a flat start initialisation is adopted [1].  
The convergence for the interactive solution is achieved when the largest voltage 
mismatch between consecutive iterations is lower than the specified tolerance. The 
specified tolerance for all methods is chosen to be  10�5 , and the iteration number 
was limited to 20 iterations.

5.5.2 ExecutionoftheAMBLF
5.5.2.1 Statevariables
The AMBLF adopts the real and imaginary parts of the complex bus voltages as 
state variables, as shown in (5.3). As the studied system has four buses, this vector 
has 24  elements, being the first 12  positions composed of the real part of the volt-
ages, and the subsequent 12  positions composed of the imaginary part of the volt-
ages, as presented below.

 x =
�
Vire,1 Vire,2 Vire,3 Vire,4 Viim,1 Viim,2 Viim,3 Viim,4

�
T i 2 fa, b, cg (5.24)
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5.5.2.2 FormationoftheJacobianmatrix
The Jacobian matrix of the AMBLF is presented in (5.14). It contains conductances 
and susceptances extracted from the system admittance matrix Y  . Moreover, it con-
tains zeros and ones corresponding to derivatives of the real and imaginary parts of 
the voltages of the reference bus regarding the state variables.

The system admittance matrix is built directly from the primitive admittance 
matrices  Ykm ,  Y

sh
km  and  Y

sh
k  . It is worth mentioning that the primitive shunt admittance 

matrices  Y
sh
km  must be divided by two, and each half is assumed to be connected to 

the terminal buses  k   and  m . The system admittance matrix is sized 12 � 12  since it 
is composed of four three- phase buses. The Y   matrix can be separated in its real and 
imaginary parts, resulting in the conductance matrix  G  and the susceptance matrix 
 B , both being sized 12 � 12  and having the same sparsity of the system admittance 
matrix.

 

Y =

0
BBBBBBBBBBBBBBBBBB@

Y12 +
Ysh
12

2
�Y12 0 0

�Y12 Y12 + Y23 +
Ysh12
2 +

Ysh
23

2
�Y23 0

0 �Y23 Y23 + Y34 +
Ysh23
2 +

Ysh
34

2
�Y34

0 0 �Y34 Y34 +
Ysh
34

2
+ Ysh

4

1
CCCCCCCCCCCCCCCCCCA
  

(5.25)

The sparsity pattern of the Jacobian matrix can be observed in Figure 5.4. The eight 
submatrices shown in (5.14) can also be identified in the figure. The dimension of 
the Jacobian matrix is 24 � 24  since there are 24  state variables and 24 specified 
quantities. Recall that there are four three- phase buses and each phase has two state 
variables and two specified quantities.

5.5.2.3 Convertingspecifiedintoequivalentspecifiedquantities
The specified quantities for the reference bus (bus 1) and load buses (buses 2, 3 and 4)  
are converted into the equivalent quantities, according to (5.5), (5.7) and (5.8). The 
equivalent quantities obtained from the flat start just before the first iteration  (� = 0)  
are given in Table 5.4.

Figure5.4 SparsityoftheAMBLF’sJacobianMatrix–4-bustestfeeder



126 Power distribution system state estimation

5.5.2.4 SolvingtheAMBpowerflow
Once the equivalent specified quantities and the Jacobian matrix are available, equa-
tion (5.12) is then used to calculate the state variables for  � = 1 , as given in Table 5.5. 
Recall that the values for the state variables before the first iteration ( � = 0 ) are given 
by the flat start.

At the end of the first iteration, the maximum voltage mismatch is equal to 0.0464, 
which is greater than the tolerance. So, in order to continue the iterative process, the 
iteration counter must be incremented and the equivalent specified quantities must 
be updated. After four iterations, the process achieves convergence with a maximum 
voltage mismatch equal to  8.8824 � 10�6 . The equivalent specified quantities and 
the state variables for the remaining iterations are shown in Tables 5.6 and 5.7,  
respectively.

Note that during this solution process, the state variables were updated four 
times and, therefore, the load flow has converged with four iterations.

5.5.3 ExecutionoftheBCBLF
Statevariablesvector
The BCBLF adopts the real and imaginary parts of the complex bus voltages of the 
reference bus, and the real and imaginary parts of the complex branch currents as 
state variables, as shown in (5.4). As the studied system has three branches, this vec-
tor has 24  elements, as presented below.

 x =
�
Vi

re,1 Iire,12 Iire,23 Iire,34 Vi
im,1 Iiim,12 Iiim,23 Iiim,34

�
T i 2 fa, b, cg 

 (5.26)

Table5.4 Equivalentspecifiedquantities( � = 0 )

Phase Bus 1 Bus 2 Bus 3 Bus 4

  a 1.0000 + j0.0000 0.0000 + j0.0000 0.0000 + j0.0000 −0.0127 + j0.0079
  b −0.5000 − j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0165 + j0.0112
  c −0.5000 + j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0051 − j0.0245

Table5.5 Statevariables( � = 1 )

Phase Bus 1 Bus 2 Bus 3 Bus 4

  a 1.0000 + j0.0000 0.9961 − j0.0022 0.9923 − j0.0045 0.9884 − j0.0067
  b −0.5000 − j0.8660 −0.5001 − j0.8553 −0.5004 − j0.8446 −0.5005 − j0.8339
  c −0.5000 + j0.8660 −0.4845 + j0.8670 −0.4691 + j0.8680 −0.4536 + j0.8690
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FormationoftheJacobianmatrix
The Jacobian matrix of the BCBLF is presented in (5.15). It contains the node to 
branch incidence matrix A . Moreover, it contains zeros and ones corresponding to 
derivatives of the real and imaginary parts of the voltages of the reference bus with 
respect to the state variables.

In the node to branch incidence matrix, each row corresponds to a bus and each 
column corresponds to a branch. For each branch  km , the position corresponding to 
the bus  k   is set to 1, while the position corresponding to the bus  m  is set to −1. All 
the other elements are set to zero. This process is done for each phase of the three 
branches connecting the four buses, resulting, therefore, on a  12 � 9  matrix.

The sparsity pattern of the Jacobian matrix can be observed in Figure 5.5. The 
eight submatrices shown in (5.15) can also be identified in the figure. Both L  and O 
submatrices are  3 � 12 , and A  is  9 � 12  since the system has four buses and three 
branches. The dimension of the Jacobian matrix is 24 � 24  since there are 24  state 
variables and 24 specified quantities.

Table5.6 Equivalentspecifiedquantities

 � Phase Bus 1 Bus 2 Bus 3 Bus 4

  a 1.0000 + j0.0000 0.0000 + j0.0000 0.0000 + j0.0000 −0.0128 + j0.0081
  2 b −0.5000 − j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0172 + j0.0112
  c −0.5000 + j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0041 − j0.0252
  a 1.0000 + j0.0000 0.0000 + j0.0000 0.0000 + j0.0000 −0.0128 + j0.0081
  3 b −0.5000 − j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0172 + j0.0112
  c −0.5000 + j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0042 − j0.0252
  a 1.0000 + j0.0000 0.0000 + j0.0000 0.0000 + j0.0000 −0.0128 + j0.0081
  4 b −0.5000 − j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0172 + j0.0113
  c −0.5000 + j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0042 − j0.0252

Table5.7 Statevariables

 � Phase Bus 1 Bus 2 Bus 3 Bus 4

  a 1.0000 + j0.0000 0.9961 − j0.0024 0.9922 − j0.0047 0.9883 − j0.0071
  2 b −0.5000 − j0.8660 −0.4999 − j0.8551 −0.4998 − j0.8443 −0.4998 − j0.8336
  c −0.5000 + j0.8660 −0.4842 + j0.8662 −0.4687 + j0.8664 −0.4529 + j0.8666
  a 1.0000 + j0.0000 0.9961 − j0.0023 0.9922 − j0.0047 0.9884 − j0.0070
  3 b −0.5000 − j0.8660 −0.4999 − j0.8552 −0.4998 − j0.8443 −0.4998 − j0.8335
  c −0.5000 + j0.8660 −0.4843 + j0.8662 −0.4685 + j0.8664 −0.4529 + j0.8666
  a 1.0000 + j0.0000 0.9961 − j0.0023 0.9923 − j0.0047 0.9884 − j0.0070
  4 b −0.5000 − j0.8660 −0.4999 − j0.8552 −0.4999 − j0.8444 −0.4998 − j0.8335
  c −0.5000 + j0.8660 −0.4843 + j0.8662 −0.4686 + j0.8664 −0.4528 + j0.8667
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Convertingspecifiedintoequivalentspecifiedquantities
The specified quantities for the reference bus (bus 1) and load buses (buses 2, 3 and 4)  
are converted into the equivalent quantities, according to (5.6), (5.7) and (5.8). The 
equivalent quantities obtained with the flat start just before the first iteration  (� = 0)  
are given in Table 5.8.

SolvingtheBCBPF
Once the equivalent specified quantities and the Jacobian matrix are available, 
(5.12) is then used to calculate the state variables for the first iteration ( � = 1 ), given 
in Table 5.9. Once the current flows in all branches are obtained, (5.21) is used to 
update the bus voltages, and the values are given in Table 5.10. Recall that the values 
for the bus voltages before the first iteration ( � = 0 ) are given by the flat start.

At the end of the first iteration, the maximum voltage mismatch is equal to 
0.2662, which is greater than the tolerance. So, in order to continue the iterative 
process, the iteration counter must be incremented and the equivalent specified 

Figure5.5 SparsityoftheBCBLF’sJacobianMatrix–4-bustestfeeder

Table5.8 Equivalentspecifiedquantities( � = 0 )

Phase Bus 1 Bus 2 Bus 3 Bus 4

  a 1.0000 + j0.0000 0.0000 + j0.0000 0.0000 + j0.0000 −0.0127 + j0.0049
  b −0.5000 − j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0140 + j0.0127
  c −0.5000 + j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0077 − j0.0230

Table5.9 Statevariables( � = 1 )

Phase Bus 1 Branches1–2 Branches2–3 Branches3–4

  a 1.0000 + j0.0000 0.0127 − j0.0048 0.0127 − j0.0048 0.0127 − j0.0049
  b −0.5000 − j0.8660 −0.0139 − j0.0127 −0.0139 − j0.0127 −0.0140 − j0.0127
  c −0.5000 + j0.8660 −0.0077 + j0.0229 −0.0077 + j0.0229 −0.0077 + j0.0229
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quantities must be updated. After four iterations, the process achieves the conver-
gence with a maximum mismatch of  9.0352 � 10�6 . The equivalent specified quan-
tities and the state variables at each iteration are shown in Tables 5.11 and 5.12, 
respectively.

Note that during this solution process, the state variables were updated four 
times and, therefore, the load flow converged with four iterations.

Table5.10 Busvoltages( � = 1 )

Phase Bus 1 Bus 2 Bus 3 Bus 4

  a 1.0000 + j0.0000 0.9961 − j0.0022 0.9922 − j0.0044 0.9883 − j0.0067
  b −0.5000 − j0.8660 −0.5002 − j0.8553 −0.5004 − j0.8447 −0.5007 − j0.8340
  c −0.5000 + j0.8660 −0.4846 + j0.8670 −0.4693 + j0.8680 −0.4539 + j0.8690

Table5.11 Equivalentspecifiedquantities

 � Phase Bus 1 Bus 2 Bus 3 Bus 4

  a 1.0000 + j0.0000 0.0000 + j0.0000 0.0000 + j0.0000 −0.0129 + j0.0051
  2 b −0.5000 − j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0147 + j0.0127
  c −0.5000 + j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0068 − j0.0239
  a 1.0000 + j0.0000 0.0000 + j0.0000 0.0000 + j0.0000 −0.0129 + j0.0051
  3 b −0.5000 − j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0147 + j0.0127
  c −0.5000 + j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0068 − j0.0239
  a 1.0000 + j0.0000 0.0000 + j0.0000 0.0000 + j0.0000 −0.0129 + j0.0051
  4 b −0.5000 − j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0147 + j0.0128
  c −0.5000 + j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0068 − j0.0239

Table5.12 Statevariables

 � Phase Bus 1 Branches1–2 Branches2–3 Branches3–4

  a 1.0000 + j0.0000 0.0128 − j0.0051 0.0128 − j0.0051 0.0128 − j0.0051
  2 b −0.5000 − j0.8660 −0.0146 − j0.0127 −0.0147 − j0.0127 −0.0147 − j0.0127
  c −0.5000 + j0.8660 −0.0067 + j0.0237 −0.0067 + j0.0237 −0.0067 + j0.0237
  a 1.0000 + j0.0000 0.0128 − j0.0051 0.9922 − j0.0047 0.0128 − j0.0051
  3 b −0.5000 − j0.8660 −0.0147 − j0.0127 −0.0147 − j0.0127 −0.0147 − j0.0127
  c −0.5000 + j0.8660 −0.0067 + j0.0238 −0.0067 + j0.0238 −0.0067 + j0.0238
  a 1.0000 + j0.0000 0.0129 − j0.0051 0.0129 − j0.0051 0.0129 − j0.0051
  4 b −0.5000 − j0.8660 −0.0147 − j0.0127 −0.0147 − j0.0127 −0.0147 − j0.0127
  c −0.5000 + j0.8660 −0.0068 + j0.0238 −0.0068 + j0.0238 −0.0068 + j0.0238



130 Power distribution system state estimation

5.5.4 ExecutionoftheBFSLF
Statevariablesvector
The BFSLF adopts the magnitude and the angles of the complex bus voltages as 
state variables, as shown in (5.17). As the studied system has four buses, this vec-
tor has 24  elements, being the first 12  positions composed of the magnitude of the 
complex voltages and the subsequent 12  positions composed of the angles of the 
complex voltages, as presented below.

 x =
�
Vi
1 Vi

2 Vi
3 Vi

4 � i
1 � i

2 � i
3 � i

4

�
T i 2 fa, b, cg  (5.27)

Nodalcurrentinjection
To calculate the nodal current injections, (5.19) is used. The nodal current injections 
obtained from the flat start are given in Table 5.13.

Backwardsweep
After the current injections are calculated, in order to run the backward step, the cur-
rent flows are obtained from (5.20), and the values are given in Table 5.14.

Table5.13 Nodalcurrentinjections( � = 0 )

Phase Bus 1 Bus 2 Bus 3 Bus 4

  a 0.0000 + j0.0000 0.0000 + j0.0000 0.0000 + j0.0000 −0.0127 + j0.0049
  b 0.0000 + j0.0000 0.0000 + j0.0000 0.0000 + j0.0000 0.0140 + j0.0127
  c 0.0000 + j0.0000 0.0000 + j0.0000 0.0000 + j0.0000 0.0077 − j0.0230

Table5.14 Branchcurrentflow( � = 0 )

Phase Branches1–2 Branches2–3 Branches3–4

  a 0.0127 − j0.0049 0.0127 − j0.0049 0.0127 − j0.0049
  b −0.0139 − j0.0127 −0.0139 − j0.0127 −0.0139 − j0.0127
  c −0.0077 + j0.0230 −0.0077 + j0.0230 −0.0077 + j0.0230

Table5.15 Statevariables( � = 1 )

Phase Bus 1 Bus 2 Bus 3 Bus 4

a 1.0000 + j0.0000 0.9961 − j0.0022 0.9922 − j0.0044 0.9883 − j0.0067
b −0.5000 − j0.8660 −0.5002 − j0.8553 −0.5004 − j0.8447 −0.5007 − j0.8340
c −0.5000 + j0.8660 −0.4846 +j0.8670 −0.4693 + j0.8680 −0.4539 + j0.8690
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Forward sweep
After the current flows in all branches are calculated, in the forward step, the volt-
ages in all buses are updated from (5.21). The bus voltages, that is, the state variables 
converted to rectangular coordinates are given in Table 5.15. The conversion was 
made in order to allow the comparison with remaining loaf flows.

At the end of the first iteration, the maximum mismatch is equal to 0.0422, 
which is greater than the tolerance. So, in order to achieve the convergence, the 
iterative process is repeated as described above. After five iterations, the process 
achieves the convergence with a maximum mismatch of  5.3355 � 10�7 . The equiva-
lent nodal current injections, the branch current flows and the state variables at each 
iteration are in shown in Tables 5.16–5.18, respectively.

Table5.16 Nodalcurrentinjections

 � Phase Bus 1 Bus 2 Bus 3 Bus 4

  a 1.0000 + j0.0000 0.0000 + j0.0000 0.0000 + j0.0000 −0.0129 + j0.0051
  2 b −0.5000 − j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0147 + j0.0127
  c −0.5000 + j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0068 − j0.0239
  a 1.0000 + j0.0000 0.0000 + j0.0000 0.0000 + j0.0000 −0.0129 + j0.0051
  3 b −0.5000 − j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0147 + j0.0127
  c −0.5000 + j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0068 − j0.0239
  a 1.0000 + j0.0000 0.0000 + j0.0000 0.0000 + j0.0000 −0.0129 + j0.0051
  4 b −0.5000 − j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0147 + j0.0128
  c −0.5000 + j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0068 − j0.0239
  a 1.0000 + j0.0000 0.0000 + j0.0000 0.0000 + j0.0000 −0.0129 + j0.0051
  5 b −0.5000 − j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0147 + j0.0128
  c −0.5000 + j0.8660 0.0000 + j0.0000 0.0000 + j0.0000 0.0068 − j0.0239

Table5.17 Branchcurrentflow

 � Phase Branches1–2 Branches2–3 Branches3–4

a 0.0128 − j0.0051 0.0128 − j0.0051 0.0128 − j0.0051
2 b −0.0146 − j0.0127 −0.0147 − j0.0127 −0.0147 − j0.0127

c −0.0067 + j0.0237 −0.0067 + j0.0237 −0.0067 + j0.0237
a 0.0128 − j0.0051 0.9922 − j0.0047 0.0128 − j0.0051

3 b −0.0147 − j0.0127 −0.0147 − j0.0127 −0.0147 − j0.0127
c −0.0067 + j0.0238 −0.0067 + j0.0238 −0.0067 + j0.0238
a 0.0129 − j0.0051 0.0129 − j0.0051 0.0129 − j0.0051

4 b −0.0147 − j0.0127 −0.0147 − j0.0127 −0.0147 − j0.0127
c −0.0068 + j0.0238 −0.0068 + j0.0238 −0.0068 + j0.0238
a 0.0129 − j0.0051 0.0129 − j0.0051 0.0129 − j0.0051

5 b −0.0147 − j0.0128 −0.0147 − j0.0128 −0.0147 − j0.0128
c −0.0068 + j0.0239 −0.0068 + j0.0239 −0.0068 + j0.0239
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5.6 Conclusionsandspecialremarks

This chapter presented three current- based power flow calculation methods devoted 
to distribution systems. Due to their similarities, the BCBLF and the AMBLF were 
presented simultaneously. In these load flows, the specified quantities are converted 
into complex voltages and currents. As the state variables are the complex voltages 
or currents, the resulting Jacobian matrix is constant, speeding up the computations. 
Furthermore, building the Jacobian matrices is much simpler in comparison to the 
classical NRLF method. To maintain the Jacobian matrix constant, the generation 
buses were not considered. To the best of the author’s knowledge, the literature does 
not present approaches to model generation buses in the AMBLF and BCBLF able 
to maintain the Jacobian matrices constant without approximations or simplifica-
tions. Generally, these approaches are attractive and provide many advantages.

This chapter also presented the well- known BFSLF. In this approach, a Jacobian 
matrix is not required. For that, the branches are considered one at a time, and, con-
sequently, the state variables are updated one at a time. This approach accommo-
dates generation buses; however, the literature points out convergence issues when 
it is applied to meshed distribution networks. In general, this approach is powerful, 
robust and easy to implement.
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Chapter 6

Classical methods applied to distribution system 
state estimation

Eduardo N. Asada 1, Madson C. de Almeida 2, and  
Luis F. Ugarte 2

This chapter presents two- state estimation approaches devoted to distribution 
systems, namely, the Branch Current- Based State Estimator (BCBSE) and the 
Admittance MatrixBased State Estimator (AMBSE). The formulation presented is 
devoted to distribution networks and, therefore, three- phase network modelling is 
adopted. After a detailed description of the methods, the results of simulations per-
formed in both approaches are presented and discussed.

6.1  Introduction

Several methods to determine the most accurate state of distribution systems have 
been proposed over the years, especially with the modernisation of monitoring and 
automation infrastructure. Recently, artificial intelligence (AI)- based methods have 
also been applied to help diagnosing the system, and its application has focused on 
identifying situations that may affect the correct operation of the system. Usually, 
the current method used for comparison or to generate reference solutions is based 
on classical distribution state estimation.

The classical state estimation methods are those derived from the concept of 
determining the most probable state of the system based on current system informa-
tion. The information is gathered from analog and digital measurements, as well as 
system parameters and topology. Since the information processing is affected by the 
quantity of data and also by the meter quality or due to other expected or unexpected 
events, mathematical approaches based on statistical models have been adopted.

In order to obtain the state of the system, the model of information flow used for 
applying the state estimator can be observed in the following figure.
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The model presented in Figure 6.1 has been adopted for state estimator devel-
opment in transmission systems, and it served as a reference for earlier distribution 
system state estimator models.

In general, after gathering information from the available data and control infra-
structure (usually, the Supervisory Control and Data Acquisition - SCADA system), 
a verification is carried out to relate the analog or digital measurements to the cor-
responding monitored component, and the identification of gross errors and missing 
data is carried out (observability analysis [1]). After processing and building cohe-
sive system information, the estimation is performed. At this point, different tech-
niques can be applied and procedures for post- processing the estimation to identify 
bad data [1] or even to identify model inconsistencies.

In the literature, it is also possible to find other methods that deal with the dif-
ficulties of having enough measurements to estimate the state of distribution sys-
tems. Usually in distribution systems, the monitoring is focused at the substation 
and at important load points. Although smart meters may be available for collect-
ing measurements in low voltage networks, they may not be fully integrated into 
the SCADA system. For those situations with scarce measurements, it becomes a 
challenge to determine the state of the system considering the uncertainty regard-
ing many aspects of distribution systems (topology, parameters and specially load 
behaviour). This fact is explored in distribution load flow problems or probabilistic 
load flow algorithms. For those algorithms, basically, the objective is to determine 
the state that best fits with actual operation considering the limitations regarding the 
measurement and communication infrastructure. In Ref. [2], the practical character-
istics and a classification of these methods as probabilistic or heuristic methods are 
proposed, and the Gauss–Seidel- based power flow algorithm for distribution state 
estimation is presented. Earlier, Ghosh et al. [3] have dealt with the state estima-
tion as an extension of probabilistic load flow applied to radial distribution systems, 
where the telemetered values were treated as constraints to be satisfied and the state 
variables are modelled as random variables. In that proposal, the load modelling 

Figure 6.1  Simplified data flow model
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(or load estimation) becomes critical and affects the results. In [4], the use of the 
loads as pseudo- measurements through the Gaussian mixture model is proposed to 
improve the weighted least squares (WLS) state estimation under the scarce mea-
surement scenario.

The classical state estimator provides the real- time state of the system tak-
ing into account measurements, system topology, the power flow equations and 
Kirchhoff’s Laws. For this, different solution methods have been devised taking 
into account the system modelling. Usually, it is solved by applying the optimisa-
tion of a function considering the maximum likelihood criterion. Due to differences 
between transmission and distribution systems regarding parameters and topology, 
specialised algorithms applied to transmission systems such as decoupled power 
flow methods that cannot be directly applied to distribution systems without adapta-
tions. The same situation applies to the state estimator algorithms; therefore, this 
chapter presents two classical estimators. The BCBSE algorithm has been proposed 
observing the radial topology of the system and considers the branch current as the 
state variable, in opposition to classical transmission system state estimators (SEs), 
which normally consider the voltage magnitude and angles as the state variables. 
Also proposed in the same period, the AMBSE is a more general method that uses 
the admittance matrix representation as the core system model for state estimation 
formulation, and their basics will be presented in the next sections.

6.2  Historical notes

The state estimation for distribution systems has been evolving to improve automa-
tion and supervisory controls with the aim to increase reliability, power quality, 
security and control of distributed energy resources. Although the maturity of its 
application and several methods have been reached for transmission systems since 
the seminal propositions of [5, 6], the concurrent application to distribution systems 
has not been observed [7]. One issue regarding this point is the low availability of 
real- time measurements and the low priority to monitor the state of the three- phase 
system with a high R/X ratio, unbalanced loads and asymmetric parameters. Despite 
of the limitations, earlier propositions of SEs for distribution systems have been 
made in Refs. [8–11]. For those propositions, the main criticism has been the lack of 
measurements to support its application.

The BCBSE proposed by Baran and Kelley [8, 9] explored the characteristics 
of the distribution systems; nevertheless, the voltage measurements in the earlier 
propositions were disregarded. In Ref. [12], its potential application was shown with 
the introduction of the decoupled method in which the distribution system state esti-
mator can be solved by dividing the problem into six different independent equa-
tions considering the real and imaginary parts for each of the phases. Although being 
solved very efficiently, the voltage measurements have been dealt only in Ref. [13] 
where the BCBSE has been modelled using only constant coefficient matrices. In 
Ref. [14], the updation of the Jacobian and the Gain matrices during the iterative pro-
cess is required due to the nonlinear model of these measurements. In the BCBSE, 
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usually, the state variables are the real and imaginary parts of the branch currents, 
and the conventional measurements, such as voltage magnitudes and powers flows, 
are translated into equivalent current measurements in rectangular coordinates [10, 
15], resulting in a constant Jacobian matrix composed of system impedances, zeros 
and unitary elements considering the Newton–Raphson method.

The AMBSE initially proposed in Ref. [10] considered the normal equations 
resulting in a constant coefficient Jacobian matrix, which is state independent. In 
Ref. [16], a fast- decoupled AMBSE was proposed to reduce the computational time 
by simplifying the constant- coefficient Jacobian matrix. In order to improve the con-
vergence features, in Ref. [17], the zero injections were adopted in the AMBSE 
considering the normal equation with constraints. In Ref. [15], the AMBSE adopting 
the concept of phasor rotation to obtain the three- phase equivalent voltage measure-
ments is proposed, improving the convergence features and keeping the constant 
coefficient matrices. The common state variables of the AMBSE are the real and 
imaginary parts of the bus voltages in rectangular coordinates. The linear relation-
ship between the state variables and equivalent measurements results in a constant 
Jacobian matrix composed of system admittances, zeros and unitary elements [10, 
15]. The AMBSE can also be designed considering the theory of symmetrical com-
ponents. The equivalent measurements are transformed into their counterparts in 
sequence components, and the sequence Jacobian matrices are constant. In order 
to solve the sequence distribution system, single- phase AMBSE is applied, greatly 
simplifying the implementation complexity [18]. The AMBSE can be applied in 
both radial and meshed topologies, since the state variables are the real and imagi-
nary parts of the bus voltages.

The resolution of the nonlinear overdetermined system of equations is the main 
issue for both BCBSE and AMBSE. This is related to two characteristics associated 
with the modelling of the problem. One is regarding the observability (solvability 
of the problem based on available measurements) and another one is related to the 
numerical conditioning of the problem that affects the numerical algorithms.

6.3  Basics of BCB and AMB state estimators

The BCBSE, proposed initially in Refs. [8, 9], considered the following conditions: 
three- phase model, few measurements (most of the current measurements) and the 
line modelling based on distribution feeder characteristics. As the name suggests, 
the branch current is chosen as the state variables to provide a better computational 
performance of the algorithm by simplifying the Jacobian matrix of the measure-
ment model and also by taking into account the radial topology of the system. 
Another advantage is the possibility to run the estimation in phase decoupled mode 
(with appropriate modelling) and also independently by the feeder. The estimator 
problem is formulated as the minimisation of residual estimate and involves the 
iterative resolution of normal equations. Its original method [8] did not consider the 
voltage measurements.
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The AMBSE, proposed in Ref. [10], considered the complex nodal voltages in 
rectangular form as state variables. This method is general and it is not based on 
specific system features, and all measurements are converted to fit the admittance 
matrix formulation. The problem is put into  I = YV   form with redundant measure-
ments by converting the measurements into equivalent current and voltage mea-
surements. This approach results in a constant Jacobian matrix that provides better 
computational performance. Similar to the branch current state estimator, the nor-
mal equations are also used for the iterative process.

The AMBSE and the BCBSE share many aspects in common. Indeed, the main 
difference between these methods lies in the choice of state variables. Figure 6.2 
shows an overview of these SEs. Initially, the measured quantities (actual, virtual 
and pseudo- measurements) are converted into equivalent measurements. For that, 
the current values for the state variables,  x� , are required and, therefore, the equiva-
lent measurements are updated at every iteration. These equivalent measurements 
will compose the vector  z(x�) . The derivative of the equations representing the 
equivalent measurements is used to build the Jacobian matrix H and, consequently, 
the Gain matrix  HTWH  . The variances of the measurements are used to calculate 
the variances and covariances of the equivalent measurements, which can be used 
to build the weighting matrix  W   for the equivalent measurements. However, this is 
not mandatory, given the weights for the equivalent measurements can be defined 
according to the purpose the state estimator is being applied.

Despite the vector containing the equivalent measurements,  z(x�)  is updated at 
every iteration  � , and the Jacobian and Gain matrices are constant during the itera-
tive process [15]. This significantly reduces the computational times. Beyond that, 
as it will be shown, the Jacobian matrix for the AMBSE and the BCBSE is much 
easier to build when compared to the classical Newton–Raphson state estimator. 
This is especially true and attractive in the context of three- phase systems.

According to the Figure 6.2, from the Gain matrix  HTWH   and  z(x�) , the vector 
containing the state variables is updated, given rise to  x�+1 . Then, the convergence is 

Figure 6.2  Overview of the AMB and BCB SEs
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verified. If the convergence condition is met, the estimated state  Ox = x�+1 ; otherwise, 
the iteration counter  �  is incremented and a new iteration is run. In this section, the 
basic aspects of both SEs are presented.

6.3.1  State variables
The AMBSE adopts the real and imaginary parts of the complex bus voltages as 
state variables. The state vector for the AMBSE is given in (6.1). The superscript T   
stands for transpose. The variables  V

i
re,k   and  V

i
im,k   stand, respectively, for the real and 

imaginary parts of the complex voltages at three phases  i  of the  Nbuses  buses in the 
distribution system. Assuming that the system has  Nbuses  three- phase buses, the state 
vector  x  has  6Nbuses  elements:

 x =
�
Vi

re,k Vi
im,k

�
T, i 2 fa, b, cg, k 2 f1, 2, ...,Nbusesg  (6.1)

The BCBSE adopts the real and imaginary parts of some complex currents flowing 
on the branches of the distribution system and the bus voltages at the reference bus as 
state variables. The state vector for the BCBSE is given in (6.2). The variables  V

i
re,r  and 

 V
i
im,r  stand, respectively, for the real and imaginary parts of the complex voltages at 

three phases  i  of the reference bus r . The variables  I
i
re,km  and  I

i
im,km  stand, respectively, 

for the real and imaginary parts of some complex currents flowing on branches of the 
distribution system. For a radial system, there are  Nbranches = Nbuses � 1  branches and the 
currents in all branches will be in the set of state variables. For meshed systems, a set 
of  Nbuses � 1  branches forming a spanning tree needs to be selected and their currents 
are used in the set of state variables. In both cases, the vector x  has  6Nbuses  elements:

 x =
�
Iire,km Iiim,km Vi

re,r Vi
im,r

�
T, i 2 fa, b, cg, km 2 f1, 2, ...,Nbuses � 1g  (6.2)

In cases where there are single- and two- phase buses and branches, the concept of 
dummy lines and dummy nodes can be applied and, therefore, all buses and branches 
can be treated as three- phase elements [19].

6.3.2  Equivalent measurements
The typical measurements available for the state estimation are the root mean square 
(RMS) values of the active and the reactive powers injections and flows and voltage 
magnitude measurements. Eventually, synchronised phasors of currents and volt-
ages provided by micro- phasor measurements units ( � - PMU) can be available.

For both, the AMBSE and the BCBSE, it is required to convert these measure-
ments into equivalent measurements [9, 10, 12, 15]. According to that, power mea-
surements are converted into complex currents, while voltage magnitudes can be 
directly used or converted into complex voltages. Three main approaches are avail-
able in the literature to cope with voltage magnitude measurements [20].

6.3.2.1  Converting power measurements
The calculation of equivalent current measurements from the active and reactive 
power injections and flows is shown, respectively, in (6.3) and (6.4).
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According to (6.3), the active and reactive power injections measured in phases  i  of 
the bus  k ,  P

i,mea
k   and  Q

i,mea
k  , respectively, are converted into equivalent complex injection 

currents. The real and imaginary parts of the equivalent current injection,  I
i
re,k  and  I

i
im,k,  

respectively, are used as known quantities:

 
Iire,k + jIiim,k =

�
Pi,mea

k + jQi,mea
k

PVi,�
k

��

  
(6.3)

where the superscript ‘*’ stands for complex conjugate.
Similar to (6.3), in (6.4), the active and reactive power flows measured in phases  i  

of the branch  km ,  P
i,mea
km   and  Q

i,mea
km   are converted into equivalent flow measurements. The 

real and imaginary parts of the equivalent current injection,  I
i
re,k  and  I

i
im,k,  respectively, are 

used as known quantities:

 
Iire,km + jIiim,km =

�
Pi,mea

km + jQi,mea
km

PVi,�
k

��

  
(6.4)

The equivalent current measurements (injections and flows) are updated every itera-
tion,  � , of the state estimation solution, due to their dependency on the complex bus 
voltages  PV

i,�
k  .

In distribution systems, as the branches are typically short, the shunt admittance 
of the branches is usually disregarded [21]. For the sake of simplicity, this assump-
tion will be considered in this chapter. On the other hand, the presence of shunt 
admittances at buses is common and will be considered.

In AMBSE, the shunt admittances are added to the system admittance matrix 
and, consequently, their effect is taken into account in the Jacobian matrix. In the 
BCBSE, the Jacobian matrix does not contain elements of the system admittance 
matrix. Therefore, to model the shunt admittances, equation (6.3) needs to be rewrit-
ten as (6.5), where  Yk   is a matrix containing the association of all shunt admittances 
connected to the bus k. Given that  Yk   is a matrix and  PVk   is a vector, the product  Yk PVk   
is a vector containing the currents injected by the shunt elements in the bus  k  :

 
Iire,k + jIiim,k =

�
Pi,meak +jQi,meak

PVik

��

� (Yk PVk)i,�
  

(6.5)

It is worth noting that if  � - PMUs are available, the real and imaginary parts of the 
equivalent complex currents are directly measured and, therefore, the conversion of 
powers in currents is not necessary.

6.3.2.2  Modelling voltage measurements
The literature presents three main approaches to model voltage magnitude meas-
urements in AMBSE and BCBSE [20]. In Ref. [13], the voltage angles estimated 
during the solution process are used to convert the voltage magnitude measurements 
into complex voltages. The real and imaginary parts of these complex voltages 
are used as equivalent measurements. This approach leads to a constant Jacobian 
matrix; however, it is prone to present convergence issues [20]. In Refs. [22, 23],  
the voltage magnitude measurements are directly included in the state estimator, and 
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the resulting Jacobian matrix needs to be updated during the solution process. In 
Ref. [15], the voltage magnitude measurements are converted into rotated complex 
voltages and their real parts are used as equivalent voltage. This approach results in 
a constant Jacobian matrix and presents good convergence features.

The approach presented in Ref. [15] will be adopted in this chapter; however, it 
is strongly recommended to the reader to investigate the method proposed in Refs. 
[13, 22], once they present some important features that may result more fitted to the 
corresponding application.

In Ref. [15], the voltage magnitude measurement  V
i,mea
k   is converted into equiva-

lent voltage  V
i,equ
re,k  , according to (6.6). The angles  �

i
k   are set to  0ı ,  �120ı  and  +120ı   

for phases  a ,  b  and  c , respectively. As it can be seen in (6.6), this equivalent mea-
surement depends  �

i,�
k   and, therefore, it needs to be updated during the solution 

process:

 Vi,equ
re,k = Real

n
Vi,mea

k e�j� i,�
k e�j�i

k

o
  (6.6)

Using basic mathematical operations, equation (6.6) can be rewritten as (6.7), given 
that  V

i,�
re,k = Vi,mea

k cos � i,�
k   and  V

i,�
im,k = Vi,mea

k sin � i,�
k  . Indeed, note that these are the real 

and imaginary parts of the complex bus voltages:

 Vi,equ
re,k = Vi,�

re,k cos� i
k � Vi,�

im,k sin� i
k  (6.7)

In AMBSE, as the state variables are the real and imaginary parts of the complex 
bus voltages, the nonzero derivatives of (6.7) regarding the state variables are  cos�i

k   
and  sin�i

k  , which are constant values. In BCBSE, as the state variables are the real 
and imaginary parts of the branch currents, the voltage magnitude measurements are 
modelled as voltage drops from the reference bus r  to the bus  k   [9]. Therefore, the 
nonzero derivatives of these voltage drops regarding the state variables contain the 
resistances and the susceptances of the branches in the path between the bus  k   and 
the reference bus r  [24].

If the voltage measurements are obtained from  � - PMUs, the real and imaginary 
parts of the complex voltages are directly measured. In this case, it is recommended 
to use the real and imaginary parts of the given complex voltages as measurements 
and represent them directly in the AMBSE and the BCBSE, avoiding the usage of 
the equivalent voltage measurement  V

i,equ
re,k  . In this case, the real and imaginary parts 

of the complex voltage measurements are not updated during the state estimation 
solution process. Finally, note that if all the measurements are provided by  � - PMUs, 
both the AMBSE and the BCBSE will be linear and an iterative solution process will 
no longer be required.

6.3.3  Variances of the equivalent measurements
Given the measurements are converted into equivalent measurements, the variances 
of these equivalent measurements need to be obtained. These variances can be cal-
culated from the error propagation theory [15, 25]. The inverse of the variances 
can be used as weights in the state estimation process. However, depending on the 
application, different values for the weights can be adopted [1, 26].
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The variances and covariances of the real and imaginary parts of the equiva-
lent current injections are obtained, according to (6.8). The constants  a

i
k   and  b

i
k   are 

calculated only once according to (6.9) and (6.10), respectively, before the estate 
estimation. The real and imaginary parts of the complex voltages required to obtain 
these constants are obtained from a previous state estimation or a load flow run [15]:
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(6.8)
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+Viim,k
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(6.9)

 
bi
k =

Viim,k

Vire,k
2
+Viim,k

2
  

(6.10)

Similar equations apply to the variances of the equivalent current flows by just 
considering the variances of the power flows instead of the variances of the power 
injections.

According to (6.7) and considering the error propagation theory, the variance 
for the equivalent voltage measurements is obtained from (6.11). The constants  c

i
k   

and  d
i
k   are calculated only once according to (6.12) and (6.13), respectively, before 

the estate estimation. The real and imaginary parts of the complex voltages required 
to obtain these constants are obtained from a previous state estimation or a load flow 
run [15]:

 
� 2

Vi,equre,k
= ci

k cos� i
k + di

k sin� i
k�

2
Vi,meak   (6.11)
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Vire,kr
Vire,k

2
+Viim,k

2
  

(6.12)

 
di
k =

Viim,kr
Vire,k

2
+Viim,k

2
  

(6.13)

6.3.4  Reference bus
In power system state estimation, a reference bus is required to make the problem solv-
able. In three- phase distribution systems, the common practice is to adopt the substation 
bus as the reference bus. For that, the angles of the complex voltages on the substation bus 
are  120ı  displaced, while the voltage magnitudes are the same for the three phases. For 
the sake of simplicity, these angles are usually set to  0ı ,  �120ı  and  +120ı  [27]. This is 
equivalent to consider that the substation bus is a balanced bus. Despite this approach is 
simple, it cannot be adequate for unbalanced feeders [28].

For unbalanced feeders, as recommended in Ref. [28], the reference bus can be 
placed in the internal balanced bus of the Thévenin equivalent circuit representing 
the system upstream the substation. The impedance matrix of this Thévenin equiva-
lent circuit is obtained from the single- phase and the three- phase short- circuit levels, 
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as shown in Ref. [28]. As the internal bus of the Thévenin equivalent circuit is, by 
definition, a balanced bus, the voltage magnitudes are the same at the three phases 
and the voltage angles are displaced from  120ı  as in (6.14):

 

8̂
<̂
ˆ̂:

PVa
r = Va

r cos(�a
r ) + jVa

r sin(�a
r )

PVb
r = Va

r cos(�a
r � 120ı) + jVa

r sin(�a
r � 120ı)

PVc
r = Va

r cos(�a
r + 120ı) + jVa

r sin(�a
r + 120ı)   

(6.14)

Beyond that, as the angle  �a
r   must be set, for instance, to  0ı , equation (6.14) can be 

rewritten as (6.15). These equations must be used as perfect measurements (also 
referred in the literature as virtual measurements or constraints) and, therefore, asso-
ciated with high weights in the normal equation or treated as equality constraints in 
the Sparse Tableau.
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<̂
ˆ̂̂̂
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:̂

Va
re,r = Va

r

Va
im,r = 0

Vb
re,r = Va

r cos(�120ı)
Vb
im,r = Va

r sin(�120ı)
Vc
re,r = Va

r cos(+120ı)
Vc
im,r = Va

r sin(+120ı)   

(6.15)

Considering that the reference bus r  is the internal bus of the Thévenin equiva-
lent circuit representing the system upstream the substation, the state vector for 
the AMBSE and BCBSE can be rewritten, respectively, as (6.16) and (6.17). Note 
that a fictitious bus and a fictitious branch representing the Thévenin equivalent 
circuit were added to the distribution system. Therefore, equation (6.17) applies to 
all  Nbuses � 1  branches, given the system is radial, plus the branch of the Thévenin 
equivalent circuit*:

 x=
�
Vi

re,r Vi
re,k Vi

im,r Vi
im,k

�
T, i 2 fa, b, cg, k 2 f1, 2, ...,Nbuses + 1g  (6.16)

 x =
�
Iire,km Iiim,km Vi

re,r Vi
im,r

�
T, i 2 fa, b, cg, km 2 f1, 2, ...,Nbusesg  (6.17)

In (6.16) and (6.17),  V
i
re,r  and  V

i
im,r  stand, respectively, for the real and imaginary 

parts of the complex voltages at phases  i 2 fa, b, cg  of the reference bus r .
Given that six new state variables are added to the problem due to the reference 

bus, the real and imaginary parts of the null current injections on the three phases 
of the substation bus can be included as perfect measurements. Therefore, the real 
and imaginary parts of these injections must be associated with high weights in the 
normal equation or treated as equality constraints in the Sparse Tableau.

* In meshed systems a set of Nbuses-1 branches forming a spanning tree needs to be selected [29].
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According to (6.15), given the reference bus is a balanced bus, indeed, only one 
unknown variable,  Va

r  , is added to the problem. Therefore, instead of including six 
new state variables,  V

i
re,r  and  V

i
im,r , it is possible to reduce of the number the state 

variables as proposed in Ref. [28]. For the sake of simplicity, the six state variables 
will be considered in this chapter.

6.3.5  WLS solution via normal equation
The measurements model for the AMBSE and the BCBSE is shown in (6.18), where 
vector  z(x)  contains the equivalent measurements, and  Hx  is the set of linear equa-
tions relating the equivalent measurements to the state variables  x . The vector  e  
contains the errors inherent to the equivalent measurements [15]:

 z(x) = Hx + e  (6.18)

The WLS solution is obtained by minimising the objective function (6.19), where 
 W   is the weighting matrix and  z(x) � Hx  contains the residuals of the measurement. 
 W   is usually a diagonal matrix where the inverse of the variances is used as weights. 
The inverse of the covariance matrix of the equivalent measurements can also be 
used as  W  . Beyond that, the weight can be set according to the application. Details 
regarding  W   for the AMBSE and the BCBSE can be found, for instance, in Refs. 
[15, 28]:

 J(x) = 1
2 (z(x) � Hx)TW(z(x) � Hx)  (6.19)

By applying the Gauss–Newton method, the vector  x  that minimises (6.19) is 
obtained by solving iteratively the equations in (6.20). This is the so- called normal 
equation and it is characterised by the presence of the Gain matrix  G  obtained by 
squaring the Jacobian matrix H  , i.e.  G = HTWH  .

 
G�x� = HTW[z(x�) � Hx�]
x�+1 = x� + �x�   

(6.20)

The equations in (6.20) can be reduced to (6.21). As the Gain matrix  G  can be main-
tained constant, it is build and factorised just once. This simplifies the calculations 
and significantly reduces the computational times [15]:

 x�+1 = G�1HTWz(x�)  (6.21)

The normal equation is a fair, reliable and widely accepted way to find the WLS 
solution for distribution systems SEs. However, under particular conditions, it can 
experience numerical instabilities [1, 26]. In these cases, the Sparse Tableau is a 
strongly recommended alternative. In the Sparse Tableau, the Gain matrix (the 
square of the Jacobian matrix) does not appear, reducing the condition number of 
the coefficient matrix (the Tableau) and, consequently, increasing the numerical sta-
bility of the solution process [1, 26]. The Sparse Tableau for the AMBSE and the 
BCBSE is shown in (6.22):
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In the Sparse Tableau, the equivalent measurements obtained from the perfect 
measurements (also known as virtual measurements or constraints), i.e. the zero 
injections and the voltages (6.15), are represented in vector  c(x�) . The remaining 
equivalent measurements are maintained in  z(x�) . Thus, the Jacobian matrix  C   
refers to the perfect measurements and the Jacobian matrix H   refers to the equiva-
lent measurements (actual and pseudo). R  contains the variances and covariances of 
the measurements placed in H   and  �  that are the vectors containing the Lagrange 
multipliers. Similar to the normal equation, in the Sparse Tableau for the AMBSE 
and BCBSE,  x�+1  can be directly obtained from  x� .

6.4  Jacobian matrix of the AMBSE

In both AMBSE and BCBSE, the size of the Jacobian matrix is  Nmea � 6Nbuses + 6 , 
where  Nmea  is the number of equivalent measurements, and  6Nbuses + 6  is the number 
of state variables. Recall that there are 6 state variables per bus and 6 additional 
state variables due to the reference bus. As a result, the Gain matrix  G = HTWH   is a 
square matrix sized  6Nbuses + 6 .

In both SEs, the available measurements (perfect, actual and pseudo) need to 
be written (or converted when required) as complex currents or complex voltages 
to be included in the Jacobian Matrix. Given that, every row of the Jacobian matrix 
will contain the derivatives of the equations representing the real or the imaginary 
parts of these complex currents and voltages regarding the state variables. In the fol-
lowing, the derivatives that form the Jacobian matrix of the AMBSE are presented.

6.4.1  Derivatives of the complex current injections
By applying Kirchhoff’s current law (KCL) to a power system, it is possible to 
write the complex currents injected into the buses as a product of the nodal system 
admittance matrix,  Y = G + jB  and the complex bus voltages as (6.23), where  G  is 
the nodal system conductance matrix, and B  is the nodal system susceptance matrix 
[30, 31]:

 

 
Iire,k
Iiim,k

!
=

 
G �B
B G

! 
Vi

re,k

Vi
im,k

!
, i2 fa, b, cg, k 2 f1, 2, ...,Nbuses + 1g

  
(6.23)

From (6.23), the nonzero derivatives of the real and imaginary parts of the currents 
injected on bus  k  regarding the state variables of the AMBSE are shown from (6.24a) 
to (6.24d), where the phases  i  and  j 2 fa, b, cg  and the bus  m 2 f1, 2, ...,Nbuses + 1g.  
Observe that the internal bus of the Thévenin equivalent representing the system upstream 
the substation, used as reference bus, is included in the nodal admittance matrix:
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km.
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6.4.2  Derivatives of the complex current flows
Consider a branch connecting two buses,  k   and  m . Recall that in this chapter the 
shunt admittances of the branches are disregarded [21]. Therefore, the real and 
imaginary parts of the currents flowing in this branch can be written as (6.25) and 
(6.26), respectively, where the phases  i  and  j 2 fa, b, cg , and  g  and  b  refer to the 
series conductances and series susceptances of the branch  km  [30, 31]:

 Iire,km =
P

j

�
gi,jkm(V

j
re,k � Vj

re,m) � bi,jkm(V
j
im,k � Vj

im,m)
�
  (6.25)

 Iiim,km =
P

j

�
bi,j
km(V

j
re,k � Vj

re,m) + gi,j
km(V

j
im,k � Vj

im,m)
�
  (6.26)

From (6.25) and (6.26), the nonzero derivatives of the real and imaginary parts of 
the currents flowing in the branch  km  regarding the state variables of the AMBSE 
are shown from (6.27a) to (6.27d), where the phases  i  and j 2 fa, b, cg :
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6.4.3  Derivatives of the equivalent voltages
As stated in Section 6.3.2.2, the voltage magnitude measurements  V

i,mea
k   are written as  V

i,equ
re,k   

according to (6.6) and (6.7) resulting into (6.28), with the angles  �
i
k  set to  0ı ,  �120ı  and 

 +120ı  for phases  a ,  b  and  c , respectively:

 Vi,equ
re,k = Vi

re,k cos� i
k � Vi

im,k sin� i
k  (6.28)
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From (6.28), the nonzero derivatives of the equivalent voltage magnitude  V
i,equ
re,k   

regarding the state variables of the AMBSE are, respectively, (6.29a) and (6.29b), 
where the phases  i 2 fa, b, cg :

 

@Vi,equre,k
@Vire,k

= cos� i
k   

(6.29a)
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@Viim,k

= � sin� i
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(6.29b)

If the voltage measurements are obtained from  � - PMUs, the real and imaginary 
parts of the complex voltages,  V

i
re,k   and  V

i
im,k  , are directly measured. In this case, the 

derivatives of the real and imaginary parts of the complex voltages measured in bus 
 k   regarding, respectively, the real and imaginary parts of the voltages on bus  k   are 
unitary. The remaining derivatives of  V

i
re,k   and  V

i
im,k   are zero.

6.4.4  Derivatives of the complex voltages of the reference bus
As recommended in Ref. [28], the reference bus r  is placed in the internal bus of the 
Thévenin equivalent circuit representing the system upstream of the substation. As 
this internal bus is, by definition, a balanced bus, the constraints (6.15) must be used 
as perfect measurements and, therefore, associated with high weights in the normal 
equation or treated as equality constraints in the Sparse Tableau. Recall that in (6.15) 
 �a
r   was set to  0ı .

From (6.15), the nonzero derivatives of the real and imaginary parts of the volt-
ages on the reference bus r  regarding the state variables of the AMBSE are, respec-
tively, (6.30a) and (6.30b), where the phases  i 2 fa, b, cg :
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6.5  Jacobian matrix of the BCBSE

In BCBSE algorithms, similar to AMBSE algorithms, the measurements are con-
verted to rectangular complex variables. If all measurements were only current type 
measurements the corresponding function would be linear and as a consequence, 
it simplifies the Jacobian matrix construction. Therefore, based on this, Baran and 
Kelley [9] proposed the conversion of the power flow and power injections to equiv-
alent current measurements as seen in (6.4). The following measurements are nor-
mally observed in BCBSE papers: power flow, power injection, current magnitude, 
voltage magnitude, voltage phasor, current phasor, substation voltage magnitude 
and substation voltage phasor.
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6.5.1  Derivative of the magnitude of the current flows
The three- phase complex currents flowing in a branch connecting buses  k   and  m  are 
given in (6.31):

 PIikm = Iire,km + jIiim,km  (6.31)

The magnitude of these currents can be written as (6.32):

 Iikm =
p
(Iire,km)2 + (Iiim,km)2   (6.32)

In this case, the nonzero derivatives of the magnitude of the current flowing on 
the branch  km  regarding the state variables of the BCBSE are given in (6.33a) and 
(6.33b), where the phases  i 2 fa, b, cg :
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6.5.2  Derivative of the complex current injections
As discussed earlier, the power injections need to be converted into equivalent cur-
rent measurements. Based on KCL, a complex current injection on bus  k   can be 
written as the summation of the currents flowing on the branches connected to the 
bus, as shown in (6.34), where  �k   is the set of branches connected to bus  k  :

 
PIik =

P
km2�k

Iire,km + jIiim,km
  (6.34)

From (6.34), the nonzero derivatives of the real and imaginary parts of the equiva-
lent complex current injection on bus  k   regarding the state variables of the BCBSE 
are given in (6.35a) and (6.35b), where  l  and  n 2 �k   and the phases  i 2 fa, b, cg :
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6.5.3  Derivative of the complex current flows
Similar to the power injections, the power flow needs to be converted into equivalent 
current measurements. The nonzero derivatives of the real and imaginary parts of 
the equivalent complex currents flowing on branch  km  regarding the state variables 
of the BCBSE are given in (6.36a) and (6.36b), where the phases  i 2 fa, b, cg :
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6.5.4  Derivative of the equivalent voltages
Similar to the AMBSE, initially the voltage magnitude measurements  V

i,mea
k   are writ-

ten as  V
i,equ
re,k  , according to (6.6) and (6.7) resulting into (6.37). The angles  �

i
k   are set 

to  0ı ,  �120ı  and  +120ı  for phases  a ,  b  and  c , respectively:

 Vi,equ
re,k = Vi

re,k cos� i
k � Vi

im,k sin� i
k  (6.37)

From Ref. [22], the real and the imaginary parts of the complex bus voltages in 
(6.37) can be written as voltage drops in terms of branch currents, as shown in 
(6.38a) and (6.38b), where  Vi

r  refers to the voltage magnitude on the phases  i  of the 
reference bus r , and  �kr  is the set of branches connecting the bus  k   and the reference 
bus r . The second parcel on the right side of these equations represents the voltage 
drops in the branches of the set  �kr . Note that  Zln = Rln + jXln  is the series imped-
ance matrix of the branch  ln  and,  Ire,ln  and  Iim,ln  are the vectors containing the real 
and imaginary parts of the currents on the branches:
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From (6.38a) and (6.38b), the nonzero derivatives of the equivalent voltages regard-
ing the state variables of the BCBSE are given in (6.39a) and (6.39d), respectively, 
where  ln 2 �kr  and the phases  i  and  j 2 fa, b, cg . Note that the angles on the refer-
ence bus  � i

r  are known and, therefore, these derivatives are constant:
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6.5.5  Derivatives of the complex voltages of the reference bus
As recommended in Ref. [28], the constraints (6.15) must be used as perfect meas-
urements in the SEs in order to guarantee the reference bus remain balanced. In 
(6.15)  �a

r   was set to  0ı . Therefore, the nonzero derivatives of the real and imaginary 
parts of the voltages (6.15) on the reference bus r  regarding the state variables of the 
BCBSE are, respectively, (6.40a) and (6.40b), where the phases  i 2 fa, b, cg :
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6.6  Computational aspects

In both SEs, AMBSE and BCBSE, depending on the way voltage magnitude meas-
urements are modelled, the resulting Jacobian matrices will be constant [20]. Beyond 
that, as stated in Ref. [15], the weighting matrix can be made constant, resulting in 
the Gain matrix, as well as the Sparse Tableau, constant. These matrices will change 
only if the system topology or the set of measurements is changed. As a result, these 
matrices are build and factorised just once during the state estimation process, which 
significantly speeds up the computational performance.

For AMBSE and BCBSE, the state vector is estimated by solving the normal 
equation (6.21) or the Sparse Tableau (6.22). For the sake of simplicity, the solu-
tion via the normal equation is being considered. Based on that, the algorithms for 
AMBSE and BCBSE are presented in this section.

6.6.1  AMBSE algorithm
For AMBSE, the estimated state can be found by iteratively running the following 
steps:
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After setting the iteration counter to one, the Gain matrix  G  can be built and 
factorised. For that, the Jacobian and the weighting matrices, H   and  W,  respectively, 
are required. In the third step, the first guess to the bus voltages is required. Usually, 
the three- phase flat start is adopted†; however, the bus voltages can be obtained from 
recent estimates. In the fourth step, the vector containing the equivalent measure-
ments,  z(x�) , is updated. In the fifth step, the state vector is updated solving (6.21) 
and, then, in sixth step, convergence is verified. The convergence criterion can be, 
for instance, the one shown in (6.41). Typical values for  tolerance  are from  10�3  to 
 10�6.  This procedure is repeated until the convergence criterion is reached.

 max|x�+1 � x�| � tolerance  (6.41)

6.6.2  BCBSE algorithm
The basic steps for the BCBSE algorithm are the same for the AMBSE. However, as 
in the BCBSE, the state variables are the branch currents, after the first iteration it is 
necessary to calculate the bus voltages from the branch currents before updating  z(x�) .  
This can be done by using a forward sweep procedure similar to one adopted in the 
Backward/Forward load flow [21]‡.

In the first iteration, the voltages required to obtain the equivalent measurements 
placed in  z(x�)  are usually the three- phase flat start.

6.7  Case studies

This section presents case studies for the AMBSE and BCBSE. The cases have been 
performed on the IEEE 13- Bus Test Feeder [32]. This test feeder has several key 
distribution system components such as overhead and underground lines, spot and 
distributed loads, capacitors, transformers and voltage regulators. All the details of 
this feeder can be found in Ref. [32]. In this case section, a modified version of the 
IEEE 13- bus test feeder is adopted, where for the sake of simplicity, the following 
modifications are considered:

 • The buses are renumbered.
 • The voltage regulator at the substation has been excluded.
 • The switch located between buses 4 and 9 is replaced by a distribution line with 

a resistance of  1 � 10�4 .
 • The distributed load located in lines 2–4 is concentrated at bus 3.
 • The reference bus (r ) placed in the internal balanced bus of the Thévenin equiv-

alent representing the system upstream the substation is considered.

The modified IEEE 13- bus test feeder is shown in Figure 6.3. In order to estimate 
the system state, a set of measurements was generated from a load flow calculation run 
on EPRI’s open- source Distribution System Simulator and OpenDSS software [33].  

† Voltage magnitudes set at 1 p.u. and angles 120° displaced.
‡ See the forward step of the Backward/Forward Load Flow in Chapter 5 of this book.



Classical methods applied to distribution system state estimation 153

The power and voltage magnitude measurements are shown in Tables 6.1 and 6.2, 
respectively. The base power is  100  MVA and the base voltages are the nominal 
rated voltages of the system ( 4.16  or  0.48  kV).

Figure 6.3  Modified IEEE 13- bus test feeder

Table 6.1  Power measurements in p.u. (1 � 10�3) 

Bus Phase a Phase b Phase c

P Q P Q P Q

3 −0.143 −0.934 −0.532 −0.353 −0.942 −0.613
4 −2.669 −1.597 −3.185 −2.354 −2.511 −1.639
7 0 0 −1.471 −1.277 −0.264 −0.331
8 0 0 −1.354 −0.125 −0.552 −1.198
9 −0.283 −1.121 −3.495 −1.162 −1.092 −0.392
10 −4.239 −2.058 −0.656 −0.735 −2.489 −2.249
12 0 0 0 0 −1.445 −0.873
13 −1.034 −0.780 0 0 0 0
14 −1.546 −1.063 −1.199 −0.892 −1.154 −0.864

Table 6.2  Voltage magnitude measurements in p.u.

Bus Phase a Phase b Phase c

1 0.999 0.999 0.999
10 0.918 1.001 0.914
14 0.934 0.968 0.932
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6.7.1  Solving the AMBSE
According to Section 6.3, the AMBSE was implemented in the MATLAB®. The esti-
mated state was obtained by iteratively running the algorithm of the Section 6.6.1. 
The normal equation is used. The convergence tolerance was set to  1 � 10�3 , and the 
maximum iteration number was set to  20 .

6.7.1.1  Data preparation and building matrix Y
In the AMBSE, the admittance matrix Y   is required to build the Jacobian matrix H   
and, consequently, the Gain matrix  G . Before building Y  , all system data are trans-
formed into the per- unit system (p.u.). Here, the base power is  100  MVA, and the 
base voltages are the nominal rated voltages of the system ( 4.16  or  0.48  kV). The 
single- phase branches and buses were modelled as three- phase by using the concept 
of dummy lines and buses [19]. As a result, the system admittance matrix size is 
 42 � 42  with 249 nonzero elements, as shown in Figure 6.4.

6.7.1.2  Building matrices H  ,  G  and  W  
The dimension of the Jacobian matrix is  (Nmea) � (6Nbuses + 6) , where  Nmea  (85 meas-
urements) is the number of equivalent measurements, and  6Nbuses + 6 = (70 + 6)  is 
the number of state variables, where the last six state variables corresponding to the 
reference bus placed in the internal balanced bus of the Thévenin equivalent repre-
senting the system upstream the substation (please see (6.16)). As a result, the size 
of the Jacobian matrix is  85 � 76 .

For the sake of simplicity, the variances of the equivalent measurements were 
directly set to  1 � 10�7  and  1 � 10�5  for the equivalent current measurements and 
the equivalent voltage measurements, respectively. Recall that these variances can 
be calculated as stated on Section 6.3.3. For that, the variances of the measurements 
and a previous estimate of the bus voltage are required [15]. For virtual measure-
ments, a low value is chosen for the variances,  1 � 10�8 . The inverse of these vari-
ances is used as weights to build the corresponding weighting matrix  W  . As a result, 
 W   has dimension of  (Nmea � Nmea) , i.e.,  85 � 85 . With matrices H   and  W  , the Gain 
matrix,  G = HTWH  , can be built and factorised. The  G  matrix has dimension of 

Figure 6.4  Sparsity of the admittance matrix



Classical methods applied to distribution system state estimation 155

 (6Nbuses + 6) � (6Nbuses + 6) , i.e.  76 � 76 . Figure 6.5 shows the structure of the  (a)  
Jacobian and the  (b)  Gain matrices for the AMBSE with 1017 and 2092 nonzero 
elements, respectively.

6.7.1.3  Initialising the system state
The system state is initialised at flat start with the voltage magnitudes set at 1 p.u. 
and angles for phases  a ,  b  and  c  at  0ı ,  �120ı  and  120ı . The iteration counter is set 
to  � = 1 .

6.7.1.4  Converting measurements into equivalent measurements
The measurement set comprises virtual measurements (at buses 1, 2, 5, 6 and 11), 
power injection measurements (see Table 6.1) and voltage magnitude measurements 
(see Table 6.2). Given that the six new state variables are added to the problem due 
to the reference bus, the real and imaginary parts of the null current injections of 
the substation bus (bus 1) were included as virtual measurements. The equivalent 
measurements are updated every iteration,  � , once they depend on the complex bus 
voltages  PV

i,�
k  , as stated in Section 6.3.2. These equivalent measurements will com-

pose the vector  z(x�) .

6.7.1.5  Obtaining the system state for  � = 1 
Once the equivalent measurements  z(x�)  and the matrices H  ,  G  and  W   are available, 
equation (6.21) is then used to calculate the state variables for the first iteration  

�
x1
�
 .

6.7.1.6  Checking for convergence
At the end of the first iteration, the maximum mismatch is equal to 0.111, which is 
greater than the specified tolerance  (tol = 1 � 10�3) . Therefore, the convergence has 
not been reached yet and a new iteration is required. So, in order to continue the iter-
ative process, the iteration counter must be increased and the equivalent measure-
ments must be recalculated after every iteration. Following the execution process, 

Figure 6.5  Sparsity of the (a) Jacobian and (b) Gain matrices for the AMBSE
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the solution is obtained in four iterations. Table 6.3 shows the system state during 
the solution the AMBSE.

6.7.2  Solving the BCBSE
According to Section 6.3, the BCBSE was implemented in MATLAB®. The esti-
mated state was obtained by iteratively running the algorithm of the Section 6.6.2. 
The normal equation is used. The convergence tolerance was set to  1 � 10�3  and the 
maximum iteration number was set to  20 .

6.7.2.1  Building matrices H  ,  G  and  W  
The dimension of the Jacobian matrix is  (Nmea) � (6Nbuses + 6) , where  Nmea  (85 meas-
urements) is the number of equivalent measurements and  6Nbuses + 6 = 70 + 6  is the 
number of state variables, where the last six state variables corresponding to the 
reference bus. Therefore, the size of the Jacobian matrix is  85 � 76 .

Similar to the AMBSE, the variances of the equivalent measurements were 
directly set to  1 � 10�7  and  1 � 10�5  for the equivalent current measurements and 
the equivalent voltage measurements, respectively. Again, for virtual measurements, 
the variances were set to  1 � 10�8 . The inverse of these variances is used as weights 
to build the corresponding weighting matrix  W  . As a result,  W   has dimension of 
 (Nmea) � (Nmea) , i.e.  85 � 85 . With matrices H   and  W  , the Gain matrix,  G = HTWH  , 
can be built and factorised. The  G  matrix has dimension of  (6Nbuses + 6) � (6Nbuses + 6) ,  
i.e.  76 � 76 .

Figure 6.6 shows the structures of the  (a)  Jacobian and the (b) Gain matrices for 
the BCBSE with 282 and 1754 nonzero elements, respectively. The Jacobian and the 
Gain matrices of the BCBSE are sparser than the matrices for the AMBSE. However, 
it should be noticed that the sparsity of the H   and  G  matrices for the BCBSE is sig-
nificantly deteriorated as the number of voltage measurements increase.

6.7.2.2  Initialising the system states
The system state is initialised at a flat start with the voltage magnitudes set at 1 p.u. 
and angles set for phases  a ,  b  and  c  at  0ı ,  �120ı  and  120ı . Besides, the iteration 
counter is set at  � = 1 .

6.7.2.3  Converting conventional into equivalent measurements
The measurement set is the same adopted for the AMBSE, including the virtual 
measurements.

6.7.2.4  Obtaining the system state  � = 1 
Once the equivalent measurements  z(x�)  and the matrices H  ,  G  and  W   are available, 
equation (6.21) is then used to calculate the state variables for the first iteration  

�
x1
�
.  

Then, it is necessary to calculate the bus voltages from the branch currents before 
updating  z(x�) .
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Table 6.3  System state during the iterative process of the AMBSE

Bus Phase

 � = 2  � = 3  � = 4 

V (p.u.) Ang. (º) V (p.u.) Ang. (º) V (p.u.) Ang. (º)
1 1 0.999 −0.011 0.999 −0.011 0.999 −0.011
1 2 0.999 −120.010 0.999 −120.010 0.999 −120.010
1 3 0.999 119.987 0.999 119.987 0.999 119.987

2 1 0.962 −2.137 0.962 −2.137 0.962 −2.137
2 2 0.989 −121.547 0.989 −121.547 0.989 −121.547
2 3 0.954 118.111 0.954 118.111 0.954 118.111

3 1 0.954 −2.907 0.953 −2.927 0.952 −2.934
3 2 0.990 −121.746 0.991 −121.749 0.991 −121.747
3 3 0.942 117.521 0.941 117.558 0.941 117.555

4 1 0.938 −4.491 0.933 −4.556 0.933 −4.577
4 2 0.995 −122.134 0.997 −122.152 0.997 −122.147
4 3 0.924 116.532 0.919 116.641 0.919 116.631

5 1 0.938 −4.491 0.932 −4.556 0.933 −4.577
5 2 0.995 −122.134 0.997 −122.152 0.998 −122.146
5 3 0.924 116.532 0.919 116.641 0.919 116.631

6 1 0.957 −2.164 0.959 −2.186 0.959 −2.183
6 2 0.987 −121.561 0.988 −121.581 0.988 −121.582
6 3 0.949 118.186 0.951 118.115 0.952 118.117

7 2 0.980 −121.692 0.981 −121.678 0.981 −121.678
7 3 0.952 118.141 0.952 118.148 0.952 118.148

8 2 0.979 −121.757 0.979 −121.741 0.979 −121.741
8 3 0.950 118.189 0.951 118.201 0.951 118.201

9 1 0.931 −4.693 0.925 −4.723 0.925 −4.745
9 2 0.997 −122.298 0.999 −122.328 0.999 −122.323
9 3 0.921 116.512 0.916 116.643 0.916 116.633

10 1 0.926 −4.939 0.919 −4.942 0.918 −4.965
10 2 0.999 −122.460 1.001 −122.503 1.001 −122.499
10 3 0.919 116.529 0.913 116.683 0.914 116.673

11 1 0.936 −4.508 0.931 −4.569 0.931 −4.589
11 3 0.922 116.432 0.917 116.552 0.917 116.542

12 3 0.920 116.297 0.915 116.426 0.914 116.414

13 1 0.9245 −4.4714 0.9257 −4.4996 0.9257 −4.4995

14 1 0.934 −2.924 0.934 −2.924 0.934 −2.921
14 2 0.969 −122.091 0.968 −122.087 0.968 −122.089
14 3 0.931 117.651 0.932 117.587 0.932 117.591
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6.7.2.5  Checking for convergence
At the end of the first iteration, the maximum mismatch is equal to 0.0159, which 
is greater than the specified tolerance  (10�3) . Therefore, the convergence is not 
reached and a new iteration is run. So, in order to continue the iterative process, 
the iteration counter must be increased, and the equivalent measurements must be 
recalculated after every iteration. Following the execution process, the solution is 
obtained in 4 iterations. Table 6.4 shows the system voltages during the solution the 
BCBSE.

6.8  Conclusion

In this chapter, a review of classical SEs developed to distribution systems has 
been presented. Amongthose, two SEs have been thoroughly analysed, where 
the measurement modelling, mathematical formulation, algorithm and tests have 
been presented with a reference IEEE Test feeder. The AMBSE and BCBSE have 
been presented concurrently due to their similarities. The AMBSE and the BCBSE 
are viable and interesting alternative to classical Newton–Raphson SE due to the 
usage of constant Jacobian matrix and consequently a constant Gain matrix can be 
obtained. The main idea of AMBSE and BCBSE is the adoption of the complex 
nodal voltage and complex branch current in rectangular coordinates as state vari-
ables, respectively. Some comparisons between the two methods have shown that 
BCBSE presents higher sparsity in its Jacobian matrix when compared with the clas-
sical Newton–Raphson SE and AMBSE, which can benefit even more from sparse 
matrix techniques. However, this sparse feature is affected when voltage measure-
ments are included in the measurement model. Another practical issue presented is 
how the angular references must be specified for these three- phase SEs. One option 
is to place balanced angular reference at the substation bus, which corresponds to 
balanced voltages at this bus. However, this assumption adds errors to the estimated 
state. In order to overcome this problem for unbalanced feeders, in this chapter, the 
angular reference is placed in the internal balanced bus of the Thévenin equivalent 
circuit representing the system upstream the substation.

Figure 6.6  Sparsity of the (a) Jacobian and (b) Gain matrices for the BCBSE
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7.1 Introduction

Distributed generation (DG) brought significant changes to the planning and opera-
tion of distribution systems (DS). The presence of DG, allied with advanced tech-
nologies of measurement and control related to Smart Grid concepts, converts the 
DS into active networks, subject to bidirectional power flows. As a consequence, 
aiming to improve the efficiency and reliability of the power supply, active net-
works begin to operate more often as closed- loop circuits or even as fully meshed 
topologies.

This context points to the need to update traditional computational methods 
related to DS analysis to incorporate the consequences of technological advances. 
At the same time, such updated methods must still consider intrinsic invariable char-
acteristics of the distribution networks, like the low- voltage levels and the low X/R 
ratio of DS lines.

This chapter presents a fast- decoupled power flow (FDPF) formulation com-
bined with the complex per unit ( cpu ) normalization technique that extends the 
well- known efficiency of FDPF algorithm to active distribution system analysis. The 
formulation bases of power flow calculation and  cpu  technique are fully described. 
Simulation results with DS under distinct operational conditions are presented to 
demonstrate the effectiveness and versatility of the  cpu - based FDPF approach.
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7.1.1  Power flow analysis for active DS
The power flow calculation is one of the basic studies for different stages of power 
systems planning and operation. One of the most widespread power flow approaches 
is the Newton–Raphson power flow (NRPF) method [1]. This traditional method, 
distinguished by its quadratic convergence characteristic, is usually able to solve the 
power flow problem with adequate precision in a few iterations, regardless of the 
size of the system. Nevertheless, this attractive qualities come with high computa-
tional costs.

To alleviate the computational burden of the NRPF, the FDPF method incorpo-
rates simplifications to the linearized NRPF system of equations related to typical 
characteristics of transmission lines. The application of such simplifications allows 
dividing the linearized NRPF system of equations into two independent subsets, one 
active and one reactive, and also making the Jacobian matrices constant. The signifi-
cant reduction in computational cost achieved with the fast- decoupled approach has 
made FDPF the standard method for transmission systems power flow analysis [2].

However, the FDPF method presents convergence problems when applied to 
power networks with low X/R ratio lines, which is typical in DS [3]. Several propos-
als were presented to circumvent the limitations of the fast- decoupled approach to 
deal with distribution system analysis [3–10].

From a distinct perspective of the power flow problem and based on character-
istics, such as radial topology and unidirectional power flows, backward- forward 
sweep (BFS) methods [11] were proposed and became the standard approach for 
power flow analysis of conventional passive DS. Further developments to enhance 
convergence properties and to provide ability to handle weakly meshed networks 
and presence of DG to BFS methods are presented in [12, 13].

7.2 BasicsofNewton–Raphson-basedpowerflow

7.2.1  Fundamentals of the power flow analysis
The fundamental equations that define the power flow problem are the active and 
reactive power injection equations [14] defined at each system bus as:

 
Pk = Vk

P
m2�

Vm
�
Gkm cos �km + Bkm sin �km

�
  (7.1)

 
Qk = Vk

P
m2�

Vm
�
Gkm sin �km � Bkm cos �km

�
  (7.2)

where  k   and  m  represent the bus indexes, and �  indicates the set of buses connected 
to bus  k  , plus bus  k   itself.

These two equations are composed of the parameters conductance ( G ) and sus-
ceptance (B ), which contain all the information relating the physical structure of the 
power network, and four electrical variables, defined as:

 • bus voltage magnitude,  V  
 • bus voltage angle, � 
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 • bus active power injection, P 
 • bus reactive power injection,  Q 

To be solvable, only two of the bus variables can remain unknown. The other 
two must have values assigned relating to the operating condition of the power sys-
tem. Based on this, all system buses are classified into three main categories:

1.  PQ : buses where the values of the active and reactive power injection are 
known;

2.  PV  : buses where the values of the active power injection and the voltage mag-
nitude are known;

3.  V� : bus where the voltage angle is known, to provide the angular reference to 
the system (hence known as reference bus), and where the active power injec-
tion must remain unknown, to enable the systems active power balance (hence 
also known as slack or swing bus).

Thus, considering the nonlinear nature of the equations, the solution to the 
power flow problem consists of two stages:

1. Iterative stage: From the loads (and, eventually, power sources) reported as 
power injections, the magnitudes and angles of the unknown bus voltages, 
which are the problem state variables, are determined.

2. Noniterative stage: The voltages at all buses being known, the unknown injec-
tions can be calculated, as well as the power flows and losses in any element of 
the power network.

7.2.2  NRPF formulation
The Newton–Raphson method consists of applying successive linear approxima-
tions around the state variables of the problem’s set of equations, until the solution 
is reached within a required precision margin. From the Taylor Series expansion, a 
linear system approximation, to be solved at each iteration, is given by:

 g(x(v)) = �J(x(v))�x(v)  (7.3)

where:

 •  x(v) : state variables vector evaluated at iteration  (v) 
 •  g(x(v)) : vector of the nonlinear functions of the problem  (v) 
 •  J(x(v)) : Jacobian matrix, formed by the partial derivatives of the nonlinear equa-

tions in relation to the state variables, evaluated at iteration  (v) 
 •  �x(v) : state variable increments vector at iteration  (v) 
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By applying the Newton–Raphson method to solve the iterative stage of the 
power flow problem, the general formulation of the linearized system of equations 
takes the following form [1]:

 

 
�P
�Q

!
(v) =

 
H N
M L

!(v)  
��

�V

!(v)

  
(7.4)

where �P  and  �Q  are, respectively, the active and reactive power mismatches vec-
tors, defined by the differences, at iteration  v , between specified ( spec ) and calcu-
lated ( calc ) power injections, as:

 

(
�P(v) = Pspec � Pcalc(V(v), � (v))
�Q(v) = Qspec �Qcalc(V(v), � (v))  

(7.5)

Also, H ,  N , M , and L  are the Jacobian submatrices of partial derivatives of power 
injections with respect to the state variables, which are evaluated at each iteration 
and whose main diagonal ( kk  ) and off- diagonal ( km , with  m ¤ k  ) elements are 
defined as:

 

H

8ˆ̂<
ˆ̂:

Hkm = @Pk/@�m = VkVm(Gkm sin �km � Bkm cos �km)

Hkk = @Pk/@�k = �Qcalc
k � V2kBkk   

(7.6)

 

N

8ˆ̂<
ˆ̂:

Nkm = @Pk/@Vm = Vk(Gkm cos �km + Bkm sin �km)

Nkk = @Pk/@Vk = V�1
k (Pcalck + V2kGkk)   

(7.7)

 

M

8ˆ̂<
ˆ̂:

Mkm = @Qk/@�m = �VkVm(Gkm cos �km + Bkm sin �km)

Mkk = @Qk/@�k = Pcalck � V2kGkk   

(7.8)

 

L

8ˆ̂<
ˆ̂:

Lkm = @Qk/@Vm = Vk(Gkm sin �km � Bkm cos �km)

Lkk = @Qk/@Vk = V�1
k (Qcalc

k � V2
kBkk)   

(7.9)

The algorithm for the NRPF method can be summarized by the following steps:

1. Initialize the iteration counter  (v = 0)  and determine the initial values of the 
state variables;

2. Calculate the active power injection for  PQ  and  PV   buses and the reactive 
power injection for  PQ  buses. Evaluate the power mismatches vectors �P  and 
 �Q ;

3. Check convergence: if the highest power mismatch is less than a given toler-
ance, the convergence is reached at iteration  v  and the iterative process is termi-
nated; otherwise, proceed to the next step.
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4. Calculate the Jacobian matrix:

 
J(V(v), � (v)) =

 
H N
M L

!(v)

 
5. Solve (7.4) to obtain the state variables increments ��  and  �V  and update the 

state variables:
 � (v+1) = � (v) + �� (v) and V(v+1) = V(v) + �V(v) 

6. Increment the counter  v  and return to step 2.

7.2.3  Fast-decoupled approach
The FDPF method is an extension of the NRPF method based on the  P� � QV   
decoupling, a noticeable characteristic in high voltage transmission networks, as a 
consequence of the typically high X/R ratio of its conductors [15].

Such decoupling implies that the elements of submatrices  N   and M  , in (7.4), 
assume relatively low values, in view of the weak sensitivity between active power 
and voltage magnitude  

�
@P/@V

�
  and between reactive power and voltage angle 

 
�
@Q/@�

�
 . From this inference, the FDPF method neglects submatrices  N  and M , 

and the system of equations is divided into two independent sets: one active and one 
reactive.

In addition to the decoupling procedure, approximations to make constant the 
Jacobian submatrices H  and L  are introduced based on the following assumptions [2]:

1. High  X/R  ratio power lines  ) Gkm � Bkm  and  Gkk � Bkk  
2. Small voltage angular deviation  ) cos �km � 1  and  sin �km � 0 
3. Bus voltage magnitudes around their nominal values  ) Vk = Vm � 1 pu 

From these considerations, the elements of the submatrices H  and L  are simpli-
fied to:

 

8ˆ̂<
ˆ̂:

H0
km = Hkm/Vk = �Bkm

H0
kk = Hkk/Vk = �Bkk   

(7.10)

 

8ˆ̂<
ˆ̂:

L0
km = Lkm/Vk = �Bkm

L0
kk = Lkk/Vk = �Bkk   

(7.11)

From (7.10) and (7.11), and renaming the constant submatrices as B0  and B00 , the 
final form of the two subsystems that defines the FDPF method is reached:

 �P/V = B0��  (7.12)
 �Q/V = B00�V  (7.13) 
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Equation (7.12) represents the active subproblem that has a dimension equal to the 
number of  PQ  plus  PV   buses. In turn, the size of the reactive subproblem, repre-
sented by (7.13), is equal to the number of  PQ  buses.

As can be seen from (7.10) and (7.11) the elements of the simplified Jacobian 
submatrices B0  and B00  are related to those of the bus susceptance matrix.

Furthermore, it was observed that if the line resistances are ignored in the for-
mation of such submatrices, it can significantly alter the convergence of the fast- 
decoupled method.

When line resistances are ignored in the elements of submatrice B0 , the so- 
called XB  version of the fast- decoupled method is derived. On the other hand, when 
line resistances are ignored only in the elements of B00 , this procedure defines the 
 BX   version. Such modifications provide significant gains in the performance of the 
fast- decoupled method. For this reason, the XB  and BX   versions are the standard 
approaches for the fast- decoupled method. It should be noted that, if line resistances 
are ignored in both submatrices (XX   version), as well as in the original formulation 
(BB  version, where the resistances are not neglected), the decoupled method pres-
ents a much lower performance [9].

Regarding shunt elements, while in Reference 2 it is recommended to eliminate 
the shunt elements in the formation of B0  and double their values in B00 , [9] indicates 
disregard this recommendation but still neglect the shunt elements in B0 .

While active and reactive subproblems are independent but interrelated, distinct 
schemes of interaction between them can be devised. In the original arrangement 
proposed in [2], the sequential solution is maintained until one of the subsystems 
reach convergence. After that, the iterative process continues only with the subprob-
lem that has not converged yet. In turn, in [9], it is proposed that a strict sequential 
solution where the first subsystem that reaches convergence continues in the itera-
tive scheme. This arrangement tends to facilitate the whole iterative process.

It is possible to summarize the FDPF method, based on a strict sequential 
scheme, in the following algorithm:

1. Initialize the active and reactive iteration counters ( vp = 0  and  vq = 0 , respec-
tively) and determine the initial values of the state variables

2. Form the simplified Jacobian submatrices B0  and B00  according to the chosen 
version (XB or BX)

3. Calculate the active power injection for  PQ  and  PV   buses, and the reactive 
power injection for  PQ  buses. Evaluate the power mismatch vectors �P  and �Q 

4. Check convergence: if the highest power mismatch of active and reactive sub-
problems is less than a given tolerance, the convergence is reached at iterations 
 vp = vq  and the iterative process is terminated; otherwise, proceed to the next 
step

5. Solve the active subproblem (7.12) to obtain the voltage angles increments ��  
and update the voltage angles: � (vp+1) = � (vp) + �� (vp) 

6. Increment the counter vp
7. Calculate the active power injection for  PQ  and  PV   buses, and the reactive 

power injection for  PQ  buses. Evaluate the power mismatch vectors �P  and �Q 
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8. Check convergence: if the highest power mismatch of active and reactive sub-
problems is less than a given tolerance, the convergence is reached at iterations 
vp and vq, and the iterative process is terminated; otherwise, proceed to the next 
step

9. Solve the reactive subproblem (7.13) to obtain the voltage magnitudes incre-
ments  �V  and update the voltage magnitudes:  V(vq+1) = V(vq) + �V(vq) 

10. Increment the counter vq and return to step 3

7.3  cpu-basedfast-decoupledpowerflowfordistribution
systems

7.3.1  Fundamentals of the complex per unit normalization
The concept of per unit normalization basically consists of dividing a quantity by a 
base value of the same unit, as shown in (7.14).

 
Quantitypu =

Quantity [unit]
Base [unit]   

(7.14)

To apply the per unit normalization procedure to power system analysis, two inde-
pendent bases need to be defined. Usually the independent bases are the three- phase 
power  

�
Sbase

�
 , in volt- ampere (VA), whose value is considered for the entire system, 

and the line voltage magnitude  
�
Vbase

�
 , in volts (V), which, as a general rule, assumes 

the values of each of the nominal voltages of the power grid. Bases for other electri-
cal quantities of interest, like the impedance base  

�
Zbase

�
  and current base  

�
Ibase

�
 , are 

calculated from the independent bases, as:

 Zbase =
V2base
Sbase   

(7.15)

 Ibase = Sbase
Vbase   (7.16)

The most notable advantage of using per unit normalization in power system analy-
sis is that it allows excluding the representation of transformers with nominal tap 
position. This is possible because the impedance assumes the same value, in  pu , for 
both the high voltage and the low voltage side. It is noteworthy that this benefit is 
achieved as long as voltage bases are adopted in correspondence with the transfor-
mation ratio of the transformers present in the system.

The same principles, which oriented the pu normalization, are applied to the 
cpu normalization. However, in cpu normalization, a complex value is defined for 
the system’s power base. Therefore, the power base of the system is composed by a 
magnitude base  

�
Sbase

�
  and a phase angle base  

�
�base

�
 :

 PSbase = Sbasee�j�base  (7.17)
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In turn, the voltage bases are kept as real values. Therefore, conventional per unit 
normalization can be seen as a particular case of the cpu normalization, where the 
base angle is equal to zero.

Accordingly, the base impedance  
�
PZbase

�
 , in  cpu , is also a complex value:

 
PZbase =

V2base
PS�
base

= V2base
Sbasee

j�base
= Zbasee�j�base

  (7.18)

Thus, a  cpu  normalized impedance, where the subscript �  represents the quantity in 
ohms, and �  is the original impedance angle, is given by:

 
PZcpu =

PZ�
PZbase

= Z�ej�

Zbasee
�j�base

= Zpuej
�
�+�base

�

  (7.19)

The resistance and reactance, in cpu, can be defined, respectively, as:

 Rcpu = Zpu cos
�
� + �base

�
  (7.20)

 Xcpu = Zpu sin
�
� + �base

�
  (7.21)

And the X/R ratio of the impedance becomes a function of the power base angle 
 
�
�base

�
 :

 

Xcpu

Rcpu
= tan

�
� + �base

�
  

(7.22)

Figure 7.1 presents the effect of a positive  �base  over resistance and reactance values, 
increasing the X/R ratio of the impedance in  cpu  bases.

It is also possible to convert resistance and reactance directly from their values 
in  pu  to  cpu  using the following equations:

 Rcpu = Rpu cos�base � Xpu sin�base  (7.23)
 Xcpu = Rpu sin�base + Xpu cos�base  (7.24)
Power quantities are also affected by cpu normalization, that is:

 
PScpu =

PSVA
PSbase

= SVAejı

Sbasee
�j�base

= Spuej
�
ı+�base

�

  (7.25)

Figure 7.1  Impedance normalization
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Accordingly,  the active and reactive power are normalized in the cpu system by:

 Pcpu = Spu cos
�
ı + �base

�
  (7.26)

 Qcpu = Spu sin
�
ı + �base

�
  (7.27)

which may also be given through their  pu  values, that is:

 Pcpu = Ppu cos�base � Qpu sin�base  (7.28)
 Qcpu = Ppu sin�base + Qpu cos�base  (7.29)
Also, the current base, in  cpu , is given by:

 
PIbase =

PS�
base

Vbase
= Sbasee

j�base
Vbase

= Ibaseej�base
  

(7.30)

Therefore, the  cpu  normalization of a current with  IA  magnitude, in amperes, and 
angle  ̌  , results in:

 
PIcpu = IAejˇ

Ibasee
j�base

= Ipuej
�
ˇ��base

�

  
(7.31)

The cpu normalization does not modify the complex voltage values. As demon-
strated by (7.32), the values of the state variables of a power flow solution remain 
the same regardless the  �base  value adopted:

 
PVcpu =

Spuej
�
ı+�base

�

Ipue�j
�
ˇ��base

� = Vpuej
�
ı�ˇ

�
= PVpu

  
(7.32)

Since the  X/R  ratio of impedances can be numerically increased by adopting a positive 
 �base , the use of the cpu normalization allows to improve the performance of the FDPF 
method for power networks with low  X/R  ratio lines, commonly found in DS [16].

7.3.1.1 Powerbaseangledefinition
A useful formulation to help the definition of a suitable power base angle  (�base)  to 
boost the effectiveness of FDPF method, proposed in [17], is presented here.

The central idea is guided by raising the angle of the line impedances to close 
to 90°, that is, to make them eminently inductive, providing the best decoupling 
between the active and reactive problems. To this end, the following relationships 
can be considered:

 • The average line impedance angle of the network,  ̨ avg  calculated as (7.33), where  l   
is the number of system’s lines.

 
˛avg =

Pl
i=1 tan�1

�
Xi/Ri

�

l   
(7.33)

 • For power networks that include lines with highly different impedance charac-
teristics, the mean between maximum and minimum angles of the line imped-
ances  �avg  can also be considered:
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�avg =

tan�1
�
X/R

�
MAX + tan

�1
�
X/R

�
MIN

2   
(7.34)

 • The influence of the power factor of the loads can also be accounted for using 
(7.35), in which  n  is the number of system’s nodes.

 
" = 1 �

Pn
i=1 cos

�
tan�1 �Qi/Pi

��

n   
(7.35)

Therefore, a suitable base angle may be calculated using the following expression:

 
�base =

�

2
�

�
˛avg + �avg

2

� �
1 + "

�
  

(7.36)

For power systems where small variation in the  X/R  characteristic of their lines is 
observed (i.e.  ̨ avg � �avg ) and also where the power factor of their loads are all close 
to one (i.e.  � � 0 ), the following simplified equation may be enough to the deter-
mine an adequate power base angle:

 
�base =

�

2
� ˛avg  (7.37)

7.3.2  cpu-based power flow algorithm
The cpu normalization can be easily incorporated into power flow routines. It only 
modifies the preprocessing stage of any power flow algorithm. Just like the regular 
pu normalization process, the cpu normalization keeps the core of the power flow 
method intact.

Figure 7.2 emphasizes this procedure. First, the original line and bus data are 
normalized by cpu. Then, the normalized parameters feed the preferred power flow 
method. Although cpu normalization primarily benefits the FDPF methods, it can 
also be applied to any other power flow method. The solutions provided by the 
power flow method, that is, the system’s nodal voltages are then considered along 
with the original system data to determine the active and reactive power flows in the 
network components.

7.4 Multilevelvoltageanalyses

To analyze a network composed of distinct subsystems with different voltage levels, 
the FD- PF method may have convergence problems due to the differences in the 
 X/R  characteristics of the lines of each subsystem. In these situations, distinct power 
bases for each subsystem can be applied.

Figure 7.3 illustrates some possibilities for applying the cpu normalization for 
a distribution system composed of two primary feeders (PF) and three secondary 
feeders (SF). Closed- loop arrangements are also feasible through the switching of 
normally open (N.O.) circuit breakers.
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To generalize the multi  cpu  normalization procedure, consider a power system 
composed of  n s subsystems, namely  SD1 ,  SD2 , …, and  SDn , which are connected 
through  nc  branches. Different power bases  (PSbase,n = Sbase,n†�base,n)  are adopted to 
each subsystem  SDn . In thes circumstances, the power injections at each bus  k   are 
normalized according to the power bases of the subsystem it belongs to [18].

Considering that bus  k   belongs to subsystem  SK  , which is under  cpuk   normal-
ization bases, the bus power injections are written as:

 
Pcpuk
k = Vk

P
m2K

Vm
�
Gcpuk

km cos �km + B
cpuk
km sin �km

�
  (7.38)

Figure 7.2   cpu - based power flow algorithm

Figure 7.3   Distinct cpu normalization settings: (a) whole network under a single 
normalization, (b) two areas with two distinct normalization bases 
and (c) four distinct normalization bases
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Qcpuk

k = Vk
P
m2K

Vm
�
Gcpuk

km sin �km � Bcpuk
km cos �km

�
  (7.39)

The values of the bus admittance matrix  
�
Ybus

�
  are also modified. As indicated in 

(7.40), each row of the admittance matrix is normalized according to the cpu bases 
of the correspondent subsystem: the admittance of the branch connecting  SDK   and 
 SDL  is normalized by  cpuK   when viewed from buses belonging to  SDK  , and by  cpuL  
when viewed from buses belonging to  SDL :

 

Ybus =

0
BBBBB@

Ycpu1
bus,SD1

Ycpu2
bus,SD2
...

Ycpun
bus,SDn

1
CCCCCA
=

0
BBBBB@

Gcpu1
bus,SD1

Gcpu2
bus,SD2
...

Gcpun
bus,SDn

1
CCCCCA
+ j

0
BBBBB@

Bcpu1
bus,SD1

Bcpu2
bus,SD2
...

Bcpun
bus,SDn

1
CCCCCA

  

(7.40)

Thereafter, the bus admittance matrix is no longer symmetrical, since the elements 
related to the connection branches differ in value due to the distinct normalization 
bases. This asymmetry also occurs in the constant submatrices of the FD- PF algo-
rithm [18]:

 

0
BBBBBBBBB@

...
�PcpuKSDK

...
�PcpuLSDL

...

1
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=

0
BBBBBBBBB@

...
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1
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0
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1
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(7.41)
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0
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...
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0
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...
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(7.42)

7.5 Casestudiesandperformanceevaluation

7.5.1  Two-bus test system—convergence example
To illustrate the influence of the line X/R ratio and the load power factor in the per-
formance of the FD- PF, a two- bus test system, presented in Figure 7.4, is considered 
in this section. The FD- PF convergence is evaluated for a wide range of line imped-
ance angles and load power factor values: the angle impedance spans from 0° to 90°, 
and the inductive load power factors from 0.75 to 1. Considering the conventional 
 pu  normalization, the convergence, for both BX and XB versions of the FD- PF, is 
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presented in Figures 7.5 and 7.6, respectively, based on a tolerance of  10�6 . The 
displayed convergence surfaces are limited to 10 full FD- PF iterations.

It is observed that, for both XB and BX versions, the closer the impedance 
angle is to  90o , that is, the higher the X/R ratios, the fewer iterations are needed for 
convergence. Regarding load power factor, the values between 0.95 and 1.0 provide 
the best results.

However, when cpu normalization is applied, with power base angles defined 
according to (7.37), the convergence performance changes substantially, as shown 
in Figure 7.7. The convergence pattern for both FD- PF versions is exactly the same, 
indicating <6 iterations for convergence under all conditions, even where the line is 
purely resistive ( X/R = 0 ).

Figure 7.4  Two- bus test system

Figure 7.5  Two- bus test system convergence pattern for FD- PF BX version
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Another evaluation of the cpu performance over FD- PF convergence for the 
two- bus test system, is summarized in Table 7.1. The system’s line impedance and 
load are set to  z = 0.5†30o pu and  SL = 0.2†10o pu, respectively.

Table 7.1 presents the values of the line impedance and load, in cpu, for dis-
tinct power base angles  (�base) . Assuming a flat start condition, all cases converge 
to the same solution, that is, to  V2 = 0.8942† � 2.19o pu. The number of iterations 
to convergence for the BX and XB versions of the FD- PF, presented in the last two 
columns of Table 7.1, confirms that the best performance is obtained with a pure 
reactive line characteristic.

7.5.2  141-bus distribution feeder
This section presents the impact on the performance of the cpu- based FD- PF over the 
141- bus distribution test feeder [19], whose online diagram is shown in Figure 7.8. 
Dotted lines are included in the original network to represent switchable branches 
that enable closed- loop operational arrangements. All simulations are carried out for 
both FD- PF versions and consider a convergence tolerance of  10�6 pu.

Figures 7.9 and 7.10 present a graphic evaluation of the number of iterations 
of cpu- based FD- PF BX and XB versions for different power base angles and X/R 
ratios. The system’s original data are considered the base case. Also, two constant 
multiplication factors are applied to the line resistances to decrease the X/R ratio 

Figure 7.6  Two- bus test system convergence pattern for FD- PF XB version
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of the network. The cpu is able to significantly improve the performance of the 
FD- PF methods in all evaluated scenarios, when compared to the pu normalization 
( �base = 0 ).

Furthermore, the performance of the cpu- based FD- PF algorithms are evaluated 
for three different loading conditions.

Figures 7.11 and 7.12 present the number of iterations over power base angle 
for the BX and XB versions, respectively. Along with the base case, two additional 
loading conditions are considered, by applying multiplier factors to all system loads.

Figure 7.7   Two- bus test system convergence pattern for FD- PF BX and XB 
version with cpu

Table 7.1  Two- bus test system—FD- PF convergence performance with cpu

 �base r (cpu) x (cpu) PL (cpu) QL (cpu) BX XB

 0o 0.4330 0.2500 0.1970 0.0347 9.5 8
 30o 0.2500 0.4330 0.1532 0.1286 6 7
 60o 0.0000 0.5000 0.0684 0.1879 6 6
 90o −0.2500 0.4330 −0.0347 0.1970 7 8
 120o −0.4330 0.2500 −0.1286 0.1532 9.5 13
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Again, for all scenarios, the cpu normalization enhances the convergence per-
formance of the FD- PF method.

7.5.2.1 Powerbaseangleconsiderations
Table 7.2 presents an evaluation of the power base angle determined by the formu-
lation presented in Section 7.3.1.1 in relation to the observed results presented in 
Figures 7.9 and 7.10.

In all situations, (7.36) provides a power base angle within the range of the  �base  
values which results in the best performance of the  cpu - based FD- PF algorithms. 
Even the simplest formula, represented by (7.37), indicates power base angles within 
or very close to the best range of values, and it can also be considered to determine 
an adequate power base angle.

Figure 7.8  141- bus feeder
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7.5.2.2 Networktopologyconsiderations
The performance of the FD- PF algorithms is evaluated considering the 141- bus test 
feeder under distinct operational conditions. A 0.3 MW distributed generation unit 
is added to all even buses. Closed- loop operation is also considered by closing the 

Figure 7.9   141- bus feeder: convergence performance for different R/X ratios—
FD- PF BX version

Figure 7.10   141- bus feeder: convergence performance for different R/X ratios—
FD- PF XB version
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switching branches represented by the dotted lines displayed in Figure 7.8. In addi-
tion to the nominal loading, simulations were also carried out with an increased load, 
twice as high as the nominal one.

Figure 7.11   141- bus feeder: convergence performance for different load 
conditions—FD- PF BX version

Figure 7.12   141- bus feeder: convergence performance for different load 
conditions—FD- PF XB version
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The results presented in Table 7.3 demonstrate the efficiency and robustness 
of the cpu normalization that improves the convergence performance of the FD- PF 
algorithms under distinct operational arrangements and stressed loading conditions.

7.6 Finalremarks

This chapter presented the fundamentals of the decoupled approach of the NRPF 
algorithms, along with the cpu normalization technique. The cpu normalization 
technique, proposed as an extension of the conventional per unit normalization, ena-
bles the effective application on the traditional FDPF method to distribution system 
analysis.

At the core of the cpu normalization is the power base angle that is responsible 
to artificially adjust the  X/R  ratio of the network lines. A formulation to determine a 
suitable power base angle is presented based on the characteristics of the conductors 
impedance angle and load power factor.

The implementation of the cpu technique in power flow algorithm is straight-
forward and does not require any changes in the iterative routine, since it alters only 
the procedure for normalizing the input data.

Comprehensive simulation results demonstrated that  cpu  technique is able to 
significantly improve the convergence performance of the FDPF algorithms when 
compared to the usual pu normalization.

Table 7.2  Evaluation of power base angle choice

Base Resistancex2 Resistancex3

 ̨ avg 33.70° 18.97° 13.02°
 �avg 32.44° 23.42° 17.71°
 � 0.4936 0.4936 0.4936
Best  �base  range (BX) 40° to 60° 45° to 65° 40° to 70°
Best  �base range (XB) 35° to 75° 45° to 65° 50° to 70°

 �base  via (7.36) 40.60° 58.34° 67.05°

 �base  via (7.37) 56.30° 71.03° 76.98°

Table 7.3  Convergence performance with distinct operational scenarios

Topology Load pu (�base = 0o) cpu (�base = 57o) 

BX XB BX XB
Radial Nominal 8.5 8 4.5 5

Increased 10.5 12 7 6
Meshed Nominal 12 11.5 6.5 6

Increased 12 12 7.5 7
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By extending the well- known efficiency of the traditional fast- decoupled 
Newton–Raphson algorithm to networks with low  X/R  ratio lines, and combining 
it with the method’s inherent versatility to deal with any topological arrangement, 
the  cpu - based FD- PF algorithm proves to be a very effective computational tool to 
support the planning and operation of modern active DS.
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Fast- decoupled distribution system 
state estimation
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8.1  Introduction

As discussed in the previous chapters, the advances in measurement infrastructure, 
smart grid technologies, and uptake of distributed generation have reinforced the 
use of state estimation, previously focused on high- and extra- high voltage systems, 
spreading its relevance to all voltage levels of the electric power system. Thereby, 
initial efforts for distribution system state estimation (DSSE) were revisited and 
a new series of advances and alternative methods are being proposed to meet the 
needs of the emerging distribution system (DS) monitoring tools while taking its 
particularities and characteristics into account [1–6].

The DSSE’s new methodologies and computational packages address the differ-
ent challenges that present themselves for the current and future scenarios of distri-
bution networks. The current low redundancy of measures associated with the need 
for adequate weighting of the still essential pseudo- measures (see Chapter 9) and the 
adequate treatment of different samples associated with the range of measures avail-
able for treatment by the DSSE (see Chapter 12) are some of the challenges faced by 
the alternative approaches presented in other chapters.

This chapter, specifically, presents an alternative DSSE method that seeks 
to meet the following challenges and required features, also evident in this new 
scenario:

 • active nature of distribution networks
 • transition from radial/weakly meshed to composed radial- meshed networks
 • numerical robustness and low computational cost tools to overcome the large 

dimensions of DSs
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 • transmission lines with low X/R ratios
 • proper use of consolidated and traditionally applied methodologies for TS fol-

lowing the characteristics of active DSs
 • adequate appropriation of the benefits and guarantees of consolidated and tra-

ditionally applied methodologies for TS while meeting the characteristics of 
active DSs.

The main idea of this approach consists of the combined application of the 
traditional P� - QV   decoupling techniques, to meet the required robustness and 
computational efficiency, with the recent developments associated and the com-
plex per unit (cpu) normalization [7], to circumvent low  X/R  ratios of distribution 
lines. Additionally, the representation of switches and circuit breakers presented 
in the generalized state estimation (GSE) is brought to the context of distribution 
networks, allowing the increase in redundancy from the use of possible internal 
measurements of the substations and making room for more efficient bad data and 
topology error processing.

The resulting tool is presented in this chapter as an alternative to real- time solu-
tions involving future scenarios, for which the level of monitoring of distribution 
networks is more optimistic. It can also be applied in combination with other alterna-
tive tools discussed in this book or available in the literature in general, where transi-
tion and diversification scenarios of the measurement infrastructure are considered.

8.2  Fast-decoupled weighted least-squares state estimation

The monitoring of the electrical power system provides a set of redundant measure-
ments used to estimate the current state of the network. In order to maintain the 
operational conditions in a normal and safe state, those measurements are continu-
ously monitored [8]. These measures are inexact as a result of the nature of the trans-
ducers, communications failures, incomplete metering or mathematical models, and 
others [9]. The state estimation is the result of the statistical process of these redun-
dant and imperfect set of measurements that estimates the true value of the system 
node complex voltages. This section presents the state estimation formulation based 
on the commonly used statistical criterion, which consists of minimizing the sum of 
the squares of the differences between the estimated and the measured values: the 
well- known weighted least- squares state estimation (WLS- SE). Special attention 
is given to the decoupled approach of the WLS- SE and its main versions, usually 
referred to as fast- decoupled state estimation.

8.2.1   Conventional weighted least-squares state estimation
The conventional state estimator is used to build a real- time model for the observ-
able part of the network. Performed on the same bus- branch model used in power 
flow studies, the data set is processed in two steps. First, the logical data are pro-
cessed to transform bus- section/switching- device/physical level into the bus- branch 
model of the network: the topology processor. Then, observability analysis and state 
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estimation itself are performed, in which network topology is considered as correct 
and analog data are processed [10].

The measured value can be represented by the true value of the quantities modi-
fied by an unknown error that models the measurement uncertainty, that is:

 z = ztrue + �  (8.1)
where  ztrue  is the vector containing the true values of the measured quantities and 
 �  is the noise vector associated with the inherent uncertainty of the measurement 
process.

A normal distribution with zero mean is commonly used for modeling  � , since 
many factors contribute to the overall measurement error, such that:

 

E(�) = 0
E(��T) = R  

(8.2)

where  E(.)  is the expected value and R  is the diagonal covariance matrix of the 
measurement errors.

Applying Kirchhoff’s laws and Ohm’s law over the bus- branch model of the 
network,  ztrue  values can be expressed by the nonlinear functions that relate the mea-
sured quantities to the state variable, so that the measurement model used in the state 
estimation process can be expressed by:

 z = h(x) + � ,  (8.3)

where  h(x)  is the vector of nonlinear measurement functions; and  x  is the true state 
vector, composed by the magnitudes and phases of the bus complex voltages.

The classical formulation of the WLS- SE consists in minimizing the sum of 
the squares of the measurement residuals, weighted by the inverse of the covari-
ance matrix, so that higher precision measurements have greater influence on the 
estimated states and vice versa. The WLS- SE can be expressed by the following 
minimizing problem [8, 10]:

 
J(x) =

1
2
[z � h(x)]TR�1[z � h(x)]

  
(8.4)

The first- order optimal condition of the performance index  J(x)  is given by:

 
g(x) = rJ(x) =

@J(x)
@x

= 0
  

(8.5)

or

 
g(x) =

@J(x)
@x

= �HT(x)R�1[z � h(x)] = 0
  

(8.6)

where  H(x)  is the Jacobian matrix of  h(x) , that is:

 
H(x) =

@h(x)
@x   

(8.7)

Finally, solving the nonlinear system in (8.6) by Newton–Raphson method, the 
WLS- SE solution can be expressed by:
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 G(x)�x = T(x)  (8.8)
where  G(x)  is the Jacobian matrix of  g(x) , or the Hessian matrix of  J(x) , known as 
the Gain matrix:

 
G(x) =

@g(x)
@x

= HT(x)R�1H(x)
  

(8.9)

and, the right- hand side vector of the linear system (8.8), given by:

 T(x) = HT(x)R�1[z � h(x)]  (8.10)

The equation in (8.9) can be iteratively solved, with the update of the state vector at 
each iteration,  k  , given by:

 xk+1 = xk + �xk   (8.11)

It is worth to emphasize that, in the conventional WLS- SE problem, the state vector 
is composed by:

 
x =

"
�

V

#

  
(8.12)

where �  and  V   correspond to the angles and magnitudes of the complex voltages in 
the buses, respectively.

The measurement vector, in turn, is commonly composed of power flow, power 
injection, and voltage magnitudes measurements, represented by:

 

z =

2
66666664

zPflow
zQflow
zPinj
zQinj
zVmag

3
77777775

  

(8.13)

where  zPflow  ( zQflow ) is the vector of active (reactive) power flow measurements,  zPinj  
( zQinj ) is the vector of active (reactive) power injection measurements, and  zVmag  is the 
vector of voltage magnitude measurements.

The corresponding vector of nonlinear equations is given by:

 

h(x) =

2
66666664

Pflow

Qflow

Pinj

Qinj

Vmag

3
77777775

  

(8.14)

where  Pflow  ( Qflow ) is the vector of active (reactive) power flow equations and  Pinj  
( Qinj ) is the vector of active (reactive) power injection equations, both derived from 
power flow studies.  Vmag  is the vector of voltage magnitude of monitored buses.
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The iterative process to obtain the WLS- SE solution can be summarized by the 
following steps [8]:

1. Start of iterations (k = 0)
2. Initialize state vector  xk   (usually flat start)
3. Calculate the Gain matrix  G(xk)  and right- hand side vector  T(xk) , given by (8.9) 

and (8.10)
4. Solve (8.8) to obtain  �xk  
5. Apply the convergence test: max(�xk) � tolerance 
6. If the criteria is met,  xk   is the solution. Otherwise, update  xk   by (8.11) and go 

back to step 3.

From the classical state estimation, other formulations emerged to circumvent 
the major computational burden of the state estimation solution in (8.8), that is, the 
calculation and triangular factorization of the Gain matrix. The  P� � QV   decou-
pling can be applied in a similar fashion as done to power flow studies [11, 12], to 
derive lower time execution approaches, as discussed next.

8.2.2   Decoupled formulation
In the usual range of power systems operations, relatively small power angle* is 
found. When added to the high levels of  X/R  ratios of transmission lines, a low 
sensitivity of the active (reactive) quantities with respect to the bus voltage magni-
tudes (phase angles) is found. The low sensitivities of  PV   and  Q�  can be applied to 
simplify the state estimation Jacobian matrix, as discussed next.

To comply with the  P� � QV   decoupling, the state vector and the measurement 
vector z , as well as its corresponding equation vector  h(x) , are partitioned into two 
parts, following the active and reactive nature of the quantity, that is [11]:

 xA = �  (8.15)
 xR = V   (8.16)

 
zA =

"
zPflow
zPinj

#
hA(x) =

"
Pflow

Pinj

#

  (8.17)

 

zR =

2
664
zQflow
zQinj
zVmag

3
775 hR(x) =

2
664
Qflow

Qinj

Vmag

3
775

  (8.18)

where the indexes A  and R  denote the active and reactive partition, respectively.
The diagonal measurement covariance matrix follows the proposed partition, 

being represented by:

* Phase difference between sending end voltage and receiving end voltage of a transmission line.



190 Power distribution system state estimation

 
R=

"
RA 0
0 RR

#

  
(8.19)

The partition of the Jacobian matrix that conforms to the new arrangement for states 
and measurement vectors can be represented by:

 
H=

"
HAA HAR

HRA HRR

#

  
(8.20)

where the submatrices are given by the first derivatives of  h(.) ,  
in terms of �  and  V  , that is:

 
HAA =

@hA(x)
@�   

(8.21)

 
HAR =

@hA(x)
@V   

(8.22)

 
HRA =

@hR(x)
@�   

(8.23)

 
HRR =

@hR(x)
@V   

(8.24)

From (8.9), (8.19), and (8.20), the corresponding partitioned Gain matrix is given 
by:

 
G =

"
GAA GAR

GRA GRR

#

  
(8.25)

where:

 GAA = HT
AA(RA)�1HAA + HT

RA(RR)�1HRA  (8.26)
 GAR = HT

AA(RA)�1HAR + HT
RA(RR)�1HRR  (8.27)

 GRA = HT
AR(RA)�1HAA + HT

RR(RR)�1HRA  (8.28)
 GRR = HT

RR(RR)�1HRR + HT
AR(RA)�1HAR  (8.29)

Likewise, the right- hand vector T in (8.10) is now expressed by:

 
T =

"
TA
TR

#

  
(8.30)

where:

 TA = HT
AA(RA)�1[zA � hA(x)] + HT

AR(RR)�1[zR � hR(x)]  (8.31)
 TR = HT

RR(RR)�1[zR � hR(x)] + HT
RA(RA)�1[zA � hA(x)]  (8.32)

The fact that the Gain matrix does not significantly change during the convergence 
process can be explored along with the decoupled techniques to derive fast- decoupled 
approaches [13]. Applying the decoupling simplifications directly to the Gain matrix 
or to the Jacobian matrix leads to the two main versions of the fast- decoupled state 
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estimation [12, 13], model- decoupled and algorithm- decoupled, described in the 
next subsections.

8.2.3   Model-decoupled state estimator
In the usual range of transmission system operations, relatively small power angle† 
is found. When added to the characteristic high  X/R  ratios of the transmission lines, 
low sensitivity of the active (reactive) quantities with respect to the bus voltage mag-
nitudes (phase angles) is observed, which simplifies the state estimation Jacobian 
matrix, as discussed next.

In the model- decoupled state estimator, the off- diagonal block matrices of the 
Jacobian matrix ( HAR  and  HRA ) are ignored, resulting in the following decoupled 
matrix:

 
Hmd =

"
HAA 0
0 HRR

#

  
(8.33)

The above approach clearly implies the approximations in both the Gain matrix 
and the right- hand side vector of the problem solution. Applying (8.33) in (8.8) and 
(8.10), the state estimation is now solved by the successive solution of the following 
decoupled linear systems.

Active subproblem:

 Gmd
A �� = TmdA   (8.34)

 � k+1 = � k + �� k  (8.35)

where:

 Gmd
A = HT

AA(RA)�1HAA  (8.36)

 Tmd
A = HT

AA(RA)�1[zA � hA(� k,Vk)]  (8.37)

Reactive subproblem:

 Gmd
R �V = TmdR   (8.38)

 V(k+1) = Vk + �Vk  (8.39)

where:

 Gmd
R = HT

RR(RR)�1HRR  (8.40)

 Tmd
R = HT

RR(RR)�1[zR � hR(� (k+1),Vk)]  (8.41)

† Phase difference between sending end voltage and receiving end voltage of a transmission line.
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During the entire interactive process, the Gain and Jacobian matrices are kept con-
stant further reducing the computational effort. Besides, ignoring line resistances in 
submatrix  HAA  or in submatrix  HRR  leads to the well- known XB and BX version, 
respectively [2]. The convergence process ends when the two subproblems satisfy 
the convergence criterion (the same as that of the coupled version), which may occur 
in different iterations in each subproblem. The difference in the results when the 
decoupled method is applied is acceptable as long as the operation and parameter 
condition are in accordance with the decoupled assumptions discussed above.

   

8.2.4   Algorithm-decoupled state estimator
The strong P�  and  QV   sensitivities can be exploited directly in the computation of 
the Gain matrices, given rise to the algorithm- decoupled state estimator.

In the algorithm- decoupled state estimator, the off- diagonal submatrices of the 
Gain matrix ( GAR  and  GRA ) are neglected and a flat start operating condition applied, 
yielding in the following constant and decoupled Gain matrix:

 
Gad =

"
Gad
A 0
0 Gad

R

#

  
(8.42)

The iteration process is composed of the successive solution of the following decou-
pled linear systems:

 Gad
A �� = TA(� k,Vk)  (8.43)

 � k+1 = � k + ��  (8.44)
 Gad

R �V = TR(� k+1,Vk)  (8.45)

 V(k+1) = Vk + �Vk  (8.46)
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where:

 Gad
A = HT

P� (RA)�1HP�  (8.47)

 Gad
R = HT

QV(RR)�1HT
QV   (8.48)

Alternative versions can be found in the literature regarding the computation of the 
block- diagonal matrices of the Gain matrix and the right- hand side vector [13].

Different from the model- decoupled version 8.2.3, once the decoupling assump-
tions are assured, the presented version of the algorithm- decoupled model leads to 
the same results provided by the coupled version, at the expense of higher computa-
tional cost. This is expected since no approximation is introduced in the right- hand 
side vector (recomputed at each iteration), which limits the effects of the approxima-
tion to the converge process only.

   

8.3  Bus-section level modeling in state estimation

Bus- branch modeling, applied in traditionally steady- state analyses, relays on the 
topology processor to build a simplified network model, where substation bus- 
sections connected through closed switch devices are merged to form a single 
node/bus. This procedure avoids the explicit representation of switching devices 
and allows a direct association of the basic network matrices, such as the admit-
tance matrix and incidence matrix, with the resulting bus- branch model. Despite 
the advantages of this simplified model, it imposes the following limitations to state 
estimation studies: (a) the network connectivity described by bus- section and switch 
device is lost and the network topology is assumed correct, which may jeopardize 
the bad data process (by mistaking topology error as gross measurement error); (b) 
in practice, meter location is given in terms of bus- sections and switches devices, 
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which means that not all of them can be assigned in the measurement set of the 
bus- branch model, clearly reducing the redundancy level [10]; (c) if topology error 
pass undetected through topology processor, bus- branch model is compromised and 
state estimation will yield incorrect results; and (d) processing topology error using 
conventional bus- branch model is not always effective.

The GSE arises to tackle the above critical issues. In this approach, the physical 
level representation of the network is adopted, where the switches and circuit break-
ers are explicitly represented, deriving the bus- section model [10]. The state vector 
is extended and a set of additional information is added either in terms of pseudo- 
measurements or equality constraints, resulting in an enlarged problem [10]. Thanks 
to the explicit representation of the substations arrangements, the GSE enabled the 
development of a new series of more efficient algorithms for the topology error 
processing, such as [14–18]. Further developments have been presented in the lit-
erature to cope with the increase in the problem size imposed by the bus- section 
level representation, such as the zoomed- pack area [14], relevant subnetwork [19] 
and reduced substation representation [17]. The use of the decoupled technique has 
also been proposed [20] and can be seen as an important ally to GSE computational 
time reduction. The fast- decoupled version of the GSE is presented and discussed 
in the next sections.

8.3.1   Generalized decoupled formulation
The generalized state vector includes the active and reactive power flow through 
switching branches as new state variables along with the complex bus voltages. As 
done before in Section 8.2, for decoupling purposes, the active and reactive nature 
of the state variables are used to form a partitioned extended state vector, that is:

 
xA =

"
�

t

#

  
(8.49)

 
xR =

"
V
u

#

  
(8.50)

where �  and  V   are the vector of phase and magnitude of bus voltage, respectively; 
 t  and  u  are the vector of active and reactive power flow through modeled switching 
devices, respectively.

The information regarding switching device status is included in the problem formu-
lation as new pseudo- measurements. For a closed device connected between nodes  k  and 
 m , the voltage drop and angle difference are zero ( Vk � Vm = 0  and  �k � �m = 0 ) and are 
included in zo (with index  cld ). On the other hand, if the device is open, zero active and 
reactive power flow through the device ( tkm = 0  e  ukm = 0 ) are assumed (index  opd ).  
Following previous nomenclature [15], these equations are referred to as operational 
pseudo- measurements and will be represented in the extended problem as  zo(x) = 0 .

The extended formulation must also include the zero active and reactive injec-
tions at bus- sections that arise from the physical representation of substations. This 
is done by considering  Pk = 0  and  Qk = 0  for a given zero injection bus- section  k  . 
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Finally, bus- section level representation shall envisage the common occurrence of 
network islanding, when a bus reference angle must be defined for each island. This 
information is also included as additional data under the form  �i = 0  for each refer-
ence bus/bus- section  i . These new sets of information are collectively referred to as 
structural pseudo- measurements equations, represented by  zs(x) = 0 . Isolated nodes/
subsections may be excluded to reduce the problem formulation.

In the decoupled approach, the extended measurement vector z , as well as its 
corresponding vector of nonlinear functions, can be partitioned according to the 
active and reactive nature of their components, as follows:

 

zA =

2
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zAm
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3
775

  

(8.51)

where:
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and
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2
664
zRm
zRo
zRs

3
775

  (8.55) 

where:
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(8.56)
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(8.57)

 zRs =
h
zQnull

i
hRs =

h
Qnull

i
  (8.58)

where the subscripts  m ,  o , and  s  refer to conventional measures, operational pseudo- 
measurements, and structural pseudo- measurements, respectively.  h�cld  and  hVcld  are the 
function vectors composed by the zero angular difference and zero voltage drop across 
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closed breakers, respectively.  htopd  and  huopd  are the function vectors of zero active and 
reactive power flow through open breakers, respectively.  Pnull  and  Qnull  are the function 
vectors of active and reactive injections at null injection nodes, respectively.

As the power flow through the switchable devices are defined as state variables, 
the nonlinear functions that represent the active and reactive power injections at bus 
 k   are revised [10, 16], being expressed by:

 
Pk =

P
m2�k

Pkm(Vk,Vm, �k, �m) +
P
l2�k

tkl
  (8.59)

 
Qk = �Qsh

k (Vk) +
P

m2�i

Qkm(Vk,Vm, �k, �m) +
P
l2�k

ukl
  (8.60)

where,  Pk   ( Qk  ) is the active (reactive) power injection at bus  k  ;  Pkm (Qkm)  is the 
active (reactive) power flow through conventional branches  k � m ;  tkl (ukl)  is the 
active (reactive) power flow through switchable devices  k � l ;  �k  is the set of buses 
connected to bus  k   through conventional branches; and  �k   is the set of buses con-
nected to bus  k   through switchable devices.

In line with the P�  and  QV   partition of the extended state and measurement 
vectors, the GSE Jacobian matrix can be expressed as:
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(8.61)

where:
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The operational equations related to switchable devices are linear with respect to 
the extended state vector so that the corresponding blocks of the Jacobian matrix are 
merely composed by “ 0 ” and “1 ”, resulting in:
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Correspondingly, the extended Gain matrix can be represented as:

 
G =

"
GAA GAR
GRA GRR

#

  
(8.64)

From (8.63), it is clear that the operational pseudo- measurements contribute only 
(and linearly) with the block diagonal submatrices ( HAA  and  HRR ), having no numeri-
cal influence over the off- diagonal submatrices  HAR  and  HRA  (for which the corre-
sponding elements are null). Structural pseudo- measurements can be grouped along 
with the conventional power injection measurements, in the case of null power injec-
tions, and a vector of reference bus (one for each island) replaces the single reference 
bus of bus- branch modeling. It can be concluded that the bus- section modeling does 
not deteriorate the decoupling nature of the Jacobian matrix. On the contrary, it is 
reinforced in the GSE approach, where bus- section model of the network is adopted.

Therefore, all previously discussed decoupling techniques can be applied to GSE 
formulation. The model- and algorithm- decoupled versions of the fast- decoupled 
GSE can be easily derived, and its performance is subject to the same assumptions 
discussed before.
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8.4  cpu-based fast-decoupled DSSE

The effectiveness of the  P� � QV   decoupling is subject to high  X/R  ratios of trans-
mission lines, characteristic naturally assigned to transmission systems (TS). For 
this reason, traditionally, fast- decoupled approaches were not recommended for DS 
applications, where low  X/R  ratios imply in higher sensitivity of the active quanti-
ties with respect to the bus- voltage magnitudes and of the reactive quantities regard-
ing the phase angles.

The cpu normalization, discussed in Chapter 7, has allowed a pattern shift. By 
adopting a complex power base, with a predefined base angle, this generalized nor-
malization artificially adjusts the  X/R  ratio of the DS parameters to the same level 
as those found in TS, allowing an effective use of the decoupled approaches to DS. 
When applied in association with the fast- decoupled state estimation, this alternative 
approach brings the latter well- known effectiveness, robustness, and computational 
efficiency to meet the needs required to process the active nature, the large dimen-
sion, and topologies of the newly raised DS networks.

The  cpu  normalization of the available data and set of measurements enables the 
fast- decoupled DS state estimation (FD- DSSE). This, in turn, allows the process-
ing of distribution networks that may contain strong insertion of DGs and eventual 
transition from radial to mixed radial- meshed topology. In addition, fast- decoupled 
computational performance is an important ally to deal with the large dimension of 
DS in real- time operation.

The concepts and definitions of the cpu technique along with its effectiveness 
when combined with fast- decoupled power flow are presented in Chapter 7. The par-
ticularities of the cpu application to the state estimation problem are discussed next.

8.4.1   Data and measurement under  cpu  normalization
The  cpu  normalizes the network data in the same way as conventional  pu  normali-
zation, except that it uses a complex power base (voltage bases are kept real). The 
computation of the power base angle, base quantities and of the normalized val-
ues for branch and bus data, such as series resistance and reactance, shunt suscept-
ances, active, and reactive injections, are described in Chapter 7, subsection 7.3.1. 
When the decoupled state estimator is intended to be applied to DSs, a new set of 
input data must be submitted to the complex normalization process: measures and 
pseudo- measures.

It should be emphasized that, as for power flow studies, when properly applied, 
 cpu - based fast- decoupled state estimation provides exactly the same solution for the 
state variables as those obtained when convectional  pu  is chosen. The difference lies 
in the  cpu  ability to provide an effective solution for the DSSE via fast- decoupled 
approaches.

8.4.2   Conventional measurement data in  cpu  system
The active and reactive power injection at bus  k   in the  cpu  system is given by:
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PSk[cpu] = Pk[cpu] + jQk[cpu] =

Pk[W] +jQk[Var]
Sbase[VA] e

� j�base   (8.65)

Applying Euler’s identity, the normalized value of an active and reactive power 
injection measure at bus  k   in  cpu  system is computed by:

 
zPk[cpu] =

zPk[W]
Sbase[VA]

cos�base �
zQk[Var]
Sbase[VA]

sin�base  (8.66)

 
zQk[cpu] =

zQk[Var]
Sbase[VA]

cos�base +
zPk[W]

Sbase[VA]
sin�base  (8.67)

From (8.66) and (8.67), it is clear that, if the power injection measurement is avail-
able in conventional  pu  system, the conversion to the  cpu  system is given by:

 zPk[cpu] = zPk[pu] cos�base � zQk[pu] sin�base  (8.68)

 zQk[cpu] = zQk[pu] cos�base + zPk[pu] sin�base  (8.69)

Similarly, the power flow measures through branch  k � m  are converted to the  cpu  
system by the following equations:

 
zPkm[cpu] =

zPkm[W]
Sbase[VA]

cos�base �
zQkm[Var]
Sbase[VA]

sin�base

  
(8.70)

 
zQkm[cpu] =

zQkm[Var]
Sbase[VA]

cos�base +
zPkm[W]
Sbase[VA]

sin�base  (8.71)

The conversion from  pu  to the  cpu  system can be expressed by:

 zPkm[cpu] = zPkm[pu] cos�base � zQkm[pu] sin�base  (8.72)

 zQkm[cpu] = zQkm[pu] cos�base + zPkm[pu] sin�base  (8.73)

The presence of phasor unit measurements (PMUs) in the electrical power system 
provides voltage phasor at its connected bus and current phasor through adjacent 
transmission lines and transformers (subject to channel availability). The phasor 
voltage at bus  k   in  cpu  is the same as in the  pu  system, as discussed before, so it 
does not need to be converted. The current phasor measurement, however, must be 
converted to  cpu  system, as follows.

Since the power base is complex, the current base in  cpu  system is also a com-
plex quantity, that is:

 
Ibase =

Vbase

Sbaseej�base
= Ibasee�j�base

  
(8.74)

Thus, the normalization of the PMU current phasor measurement in cpu is given by:

 
zPMU
Ikm[cpu]

=
zPMU
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Ibasee�j�base
=
Ikm[A]
Ibase

ej(�i+�base) = zPMU
Ikm[pu]

ej(�i+�base)
  

(8.75)

Usually, rectangular form is adopted to incorporate the phasor current measurement 
in state estimation formulation [21, 22]. In this case, the corresponding real and 
imaginary values in  cpu  system can be computed by:
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zPMU
Iimag[cpu]

=
Ikm[Imag]
Ibase

sin(�i + �base) = zPMU
Iimag[pu]

sin(�i + �base)
  

(8.77)

8.5  Measurement simulator

For SE studies, the measurement simulator is an essential requirement to provide 
a coherent set of measures, from which new SE methodologies can be tested and 
evaluated. For this purpose, the power flow analysis results are used to generate 
the system true state values and a corresponding set of perfect measures. This is a 
common practice in studies involving TS state estimation [20, 23], where classical 
power flow methods apply, such as Newton–Raphson and fast- decoupled approach. 
Random errors are then introduced, emulating the small magnitude intrinsic errors 
of the measurement process.

The measurement simulator is identically needed in DS state estimation studies. 
When the cpu- based fast- decoupled DS state estimator is chosen, cpu- based fast- 
decoupled power flow, described in Chapter 7, Subsection 7.3.2, can be explored to 
generate the true state vector and the set of perfect measurements composed of the 
true values of the measured quantities (in  cpu  or  pu  system, as desired).

Equation (8.1), reproduced in (8.78), describes the measurement model as a 
function of the true values and the measurement errors:
 z = ztrue + �  (8.78)
The true (perfect) measurement vector,  ztrue , is obtained by an exact power flow, 
as discussed above. The measurement error vector  �  follows the common assump-
tions regarding its statistical properties [8], that is, measurement errors are random 
Gaussian variables with zero mean and standard deviation calculated to reflect the 
expected accuracy of the meter. Since measurement errors are assumed indepen-
dent, the covariance matrix, R , is a diagonal matrix, given by:

 R = diag(� 2
1 , � 2

2 ,…� 2
m) ,  (8.79)

where  �i  is the standard deviation of measurement  i  and  m  is the number of 
measurements.

The computation of the measurements’ standard deviation is clearly a relevant 
issue for the effectiveness of WLS- SE, since it defines the weight of each measure-
ment in the estimation process (8.1), and, therefore, it must properly reflect the qual-
ity of the measurement. Usually, they are written as a function of the magnitude of 
the measured value and full scale of the measuring equipment [24]. The following 
are some of the main approaches used by industry and measurement simulation 
studies.

The standard deviation formula adopted by the American Electric Power 
Company’s state estimator for power and voltage measurements is given by [25]:

 �power = (6.7 � S[VA] + 1.6 � fe) � 10�3  (8.80)
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 �V = (6.7 � |V| + 1.6 � fe) � 10�3  (8.81)

where  fe  is the full- scale deflection of the meter, and:

 
S[VA] =

8<
:

q
P2
flow + Q2

flow for power flow measurement
p
P2

inj + Q2
inj for power injection measurement  

(8.82)

Typical values for  S[VA]  and  |V|  can be adopted so that the covariance matrix does not 
need to be recomputed at each iteration unless a drastic change occurs.

In [8], the standard deviation values for power and voltage measurements are 
defined as function of the meter’s precision class and full- scale deflection,  pr  and 
 fe , respectively, that is:

 �power = pr � fe  (8.83)
 �V = 0.1(pr � fe)  (8.84)
The full- scale value can be defined in accordance with the system size and the larg-
est magnitude expected for the measured quantity. For voltage magnitude,  fe = 1.1 ,  
for example.

For measurement simulator purposes, the standard deviation of a simulated 
measurement  i ,  �i , can be computed by [20, 23]:

 �i = (pr�ztrue i)
3   (8.85)

where  pr  is again the precision class and  ztruei  is the true value of the measured quan-
tity  i , obtained by the exact power flow method.

Finally, the measurement error of a simulated measurement  i  can be defined by 
the desired characteristic of the meter and a random (normally distributed) number, 
 ̨  , that is [20, 23]:

 �i = (3�i) � ˛  (8.86)
It is important to mention that the random errors inserted by the measurement simu-
lator correspond to the smaller magnitude errors, defined as normal noise. This noise 
is caused by imperfections in measuring instruments, current and potential trans-
formers (TCs and TPs), meter accuracy or even the presentation of the supervisory 
control and data acquisition system. Extreme errors are filtered out before the state 
estimation process itself, while gross errors are subject to a more elaborate process-
ing that relies on the redundancy of the measurement plan and the intrinsic capacity 
of the estimators to detect and identify these errors.

8.6  cpu-based real-time distribution system network  
modeling algorithm

Figure 8.1 illustrates the main steps of a cpu- based real- time network modeling 
for DSs. The network configuration is the first step of the algorithm, where a con-
ventional or a generalized topology processing can be chosen. The conventional 
topology processing results in the traditional bus- branch network modeling. The 



202 Power distribution system state estimation

generalized topology processing, in turn, allows the explicit representation of nor-
mally open switches in the network model. In this way, maneuvers involving these 
switches for ring operations or network reconfiguration, commonly required in DS, 
are automated and easily represented into the network model. It also applies to stra-
tegically represent the suspect region (a piece of the network whose bus sections and 
switches are modeled and solved explicitly) for topology error detection and iden-
tification, as commonly applied in advanced TS topology- error/bad- data processing 
algorithms, such as those proposed in [14–18].

The  cpu  normalization of the original data is the fundamental step to enable a 
reliable application of the fast- decoupled state estimation to DSs. Equation ( 7.37 ) 
(Chapter 7, subsection 7.3.1.1) is effective in providing a proper power base angle 
for the  cpu  normalization process, assuring that the well- known high performance 
and effectiveness of fast- decoupled method is reproduced when applied to  cpu -  
normalized DS networks. It should be emphasized that in  cpu  system, the power 
base magnitude and the real voltage bases are assigned exactly as in the conven-
tional per unit system, as discussed in Chapter 7, subsection 7.3.1.

The following steps of the  cpu - based real- time network modeling are sum-
marized in Figure 8.1. Measurement simulator is triggered only for the purposes 
of studies involving the state estimation process. Since the estimated values of 
bus voltage magnitudes and angles obtained in  cpu  system are exactly the same as 
those obtained with a conventional  per  ( pu ) system, they can be used along with 
the original data to provide the real- time model (on- line power flow model) of the 
monitored distribution network, without the need of  cpu  “deconversion,” as illus-
trated in 8.1.

Figure 8.1    cpu- based fast- decoupled state estimator
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Finally, it should be noted that a null base angle adoption in the  cpu  normaliza-
tion step implies in the conventional  pu  normalization [7]. It means that the algo-
rithm in 8.1 consists of a unique tool capable to process TS and DS networks simply 
by properly calculating the complex power base angle [7, 20].

8.7  Case studies and performance evaluation

To illustrate the application of the cpu- based DSSE algorithm depicted in Figure 8.1, 
the 141- bus distribution test- system whose online diagram is shown in Figure 7.8, 
Chapter 7, is used. The original data can be found in Matpower [26], which implies 
in an average  X/R  ratio of  0.705184 . Dashed lines in Figure 7.8, Chapter 7, repre-
sent normally open switching devices and are explicitly represented (as described 
in Section 8.3) by triggering the generalized topology processing. From that on, two 
topological configurations are simulated: typically radial topology, in which all the 
switching devices are kept open, and a fully meshed topology, where all devices 
are closed. Besides, two different levels of DG insertion are considered: the base 
case, without DG, and a 50% DG insertion, with all even buses with DG (detail in 
Chapter 7). While a null DG level of insertion and radial topology emulate the typi-
cal passive characteristic of DSs, a high level of DG insertion and a fully meshed 
topology envision the expected evolution of modern active DSs. The extreme cases 
are designed to illustrate the versatility of the alternative approach described in this 
chapter.

Measurement schemes are composed by voltage magnitude, active and reactive 
power injection measurement at all even buses, and active and reactive power flow 
measurement through all branches. In this way, redundancy is assured and the com-
putational performance is stressed since a high number of measurement need to be 
processed. The reader can find additional results in Ref. [20], where the performance 
of the cpu- based DSSE algorithm considering distinct redundancy levels involving a 
real 907- nodes European test- feeder are employed and evaluated.

The data  cpu  normalization step assigns a proper base angle for each DG level. 
The  cpu  base angle computation follows Ref. [7] (see also Chapter 7 for details and 
specific values for the employed 141- bus test- system).

Measurement simulation provides the perfect set of measurement  ztrue  from an 
exact power flow, the standard deviations, � , and meter imprecision error,  � , com-
puted for each measurement using (8.85) and (8.86), with  pr = 2% .

As regards the accuracy of results (Central State Estimation Algorithm), the 
estimated state values obtained from each of the following approaches are compared 
with the true values resulting from the exact power flow calculation from where all 
measurements have been simulated.

 •  cpumd  : model- decoupled SE
 •  cpuad  : algorithm- decoupled SE
 •  cpufull : full SE, without decoupling
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The absolute error (" ) and the mean absolute error ( N" ) are the metrics used 
to evaluate the obtained results, as summarized in Table 8.1. While  cpuad   keeps 
the accuracy of the results within the convergence threshold (�  =  10�3 ), the  cpumd   
imposes (acceptable) approximations, as expected. Different from traditional DSSE, 
where weekly meshed topologies require elaborate procedures to avoid performance 
degradation, the  cpubased  FD- DSSE has seen its performance improve when fully 
meshed topology is considered, as shown in Table 8.2. This is a relevant feature 
when the envisioned configuration of modern DS, with a massive insertion of DG, 
is to be analyzed.

Table 8.3 presents a computational time performance comparison between the 
model- and the algorithm- decoupled versions with the full approach,  cpufull  (larg-
est time referred to as t0). For all cases of the considered test- system, the  cpumd   and 

Table 8.1     Accuracy of the estimated measurements in DSSE considering radial 
topology ( x10�3 )

GD Voltage magnitude Angle

 "max  N"  "max  N" 
 cpumd  0.3518 0.2960 0.0442 0.0259
 cpuad  0.0474 0.0087 0.0271 0.0552
 cpufull 0.0318 0.0042 0.01201 0.0367

no DG Voltage magnitude Angle

 "max  N"  "max  N" 
 cpumd  1.1693 1.1036 0.0874 0.0347
 cpuad  0.0112 0.0084 0.0164 0.0083
 cpufull 0.0073 0.0030 0.0083 0.0024

Table 8.2     Accuracy of the estimated measurements in DSSE considering 
meshed topology ( x10�3 )

GD Voltage magnitude Angle

 "max  N"  "max  N" 
 cpumd  0.4859 0.1700 0.1273 0.1023
 cpuad  0.0340 0.0190 0.0318 0.0251
 cpufull 0.0382 0.017 0.0275 0.0179

no DG Voltage magnitude Angle

 "max  N"  "max  N" 
 cpumd  1.3758 1.3114 0.0732 0.0467
 cpuad  0.0495 0.0070 0.0521 0.0394
 cpufull 0.0260 0.0016 0.0108 0.0062
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 cpuad   present equivalent performance, always much less time consuming than the 
 cpufull  algorithm. It should be emphasized that the difference in computational per-
formance between both decoupled versions, as well as between each of them and the 
full version, tends to increase as the system size increases. This is the case of real- 
size distribution feeders/systems, where thousands of buses can be easily reached, 
and model- decoupled computational performance may be indispensable.

8.8  Final remarks

This chapter describes a cpu- based DSSE methodology. The alternative approach uses the 
cpu system to efficiently extend the fast- decoupled approaches, originally developed to 
TS, so as to accommodate the distribution network characteristics.

It also includes the bus- section model for the network, where strategically located 
switches/breakers (switchable branches) or suspect regions/substations can be explicitly 
represented. This allows commonly used maneuvers in DS system be easily handled at 
the same time that contributes to the topology error processing algorithms.

Enabling the use of decoupling techniques for SD offers a series of advantages 
involving modern DS, whose advances and needs move toward the characteristics pre-
viously exclusive to TS, such as active nature, advanced measurement infrastructure, 
meshed topology, and so on.

Finally, the decoupled formulation is especially important to reduce the numerical 
burden associated with the dimension of the DSSE, where a high number of nodes and 
measurements (a single feeder may contain thousands of buses) needs to be handled in 
real- time operation.
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Bayesian approach for distribution system 
state estimation
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9.1  Introduction

When dealing with the new Smart Grid scenario, it is clear that the distribution 
grid will play a fundamental role. Indeed, the most important changes in the elec-
tric system will probably concern the distribution network [1], which was tradition-
ally considered mainly a passive infrastructure but, in the last decade, underwent 
strong transformations, pushed by market liberalisation and technological evolution. 
Distributed generation (DG) has already become one of the key factors of the new 
paradigm, and thus distribution grids can no longer be conceived only as a mean to 
transfer energy from transmission network to the users. Possible bidirectional flows 
must be considered by every new approach to network management and control, 
which will rely on the contribution from all the different and fast changing players 
interfaced with the network.

In this perspective, new typologies of customers and loads are rapidly emerging.  
Considering, for instance, the electric vehicles, which will have a disruptive effect 
on the consolidated electric grid management and planning, it appears evident that a 
higher capacity of the system will be required, and that the complexity will increase 
constantly in the next years while the transition towards a carbon- free society 
evolves [2]. Unpredictability and variability of new consumption and generation 
patterns and the widespread presence of power electronics and storage technologies 
ask for new control applications.

The prerequisite for an efficient management of the distribution grid is given 
by the possibility to monitor the operating conditions accurately and frequently. For 
this reason, distribution system state estimation (DSSE) will play an important role 
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in the design of a future- proof monitoring architecture by providing valuable infor-
mation to the applications and to automated decision- making.

DSSE is thus receiving greater attention in recent years, in conjunction with 
the introduction of modern measurement devices, such as distribution- level phasor 
measurement units (D- PMUs) and smart meters (SMs). DSSE needs to address the 
peculiarities of distribution systems and the resulting challenges [3]. This requires a 
great activity on both algorithms and architectures. Algorithms for DSSE have been 
proposed since the 1990s [4, 5], but only in the last decade the research activity has 
been boosted [6–8].

Many problems in the definition of DSSE must be addressed. One of the most 
important is the lack of measurements to fully monitor the network. The accuracy 
of DSSE is strictly related to amount and quality of available information on volt-
ages, currents, injected or absorbed power, power flows, and so on. Despite the great 
efforts in proposing new [9] and low- cost devices [10] that are tailored for distribu-
tion network needs and that can be installed to upgrade the monitoring infrastruc-
ture, it is not possible to foresee that a full, or even redundant, direct monitoring of 
the quantities of interest in real time will be available in distribution systems in the 
near future (as it is, instead, for transmission systems).

For this reason, DSSE will rely strongly on the so- called pseudo- measurements. 
Pseudo- measurements are, from a general perspective, every kind of available infor-
mation that can be used to integrate real- time measurements from the field. The most 
typical and important type of pseudo- measurements is represented by data on power 
consumption or injection at network nodes. Information about power absorption and 
generation is thus key for designing a DSSE algorithm and typically includes his-
torical and forecast data. Advanced pseudo- measurement models keep into account 
also non- electrical measurements such as climatic data or weather forecast informa-
tion, which can have a significant impact on expected power, and thus they require 
refined techniques and accurate descriptions.

In practice, real- time measurements are few in a distribution system, and 
pseudo- measurements are the prevailing source of information in DSSE definition, 
which allows reaching the needed observability of the network and thus solving the 
estimation task. Pseudo- measurements are thus essential, but they are obviously not 
as accurate as real- time measurements.

In most common DSSE implementations, all the available data must be associ-
ated with their uncertainty so that each value (measured or pseudo- measured) is 
weighted depending on this accuracy. Pseudo- measurements are, as already men-
tioned, typically associated with forecast power evaluations based on statistical and 
historical data. The accuracy of the available data is typically low with respect to a 
real- time power measurement, and thus the relevance of each pseudo- measurement 
within the DSSE must be weighted accordingly. For instance, the assumed active 
power at a specific hour for a specific load is the result of the modelling process, 
which can involve several quantities (also measurements) and is thus described by 
a range of possible values that can be quite large, depending on the accuracy of 
the available information and of the adopted prediction model. The uncertainty of 
the pseudo- measurements significantly affects the accuracy of DSSE, and thus it is 
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important to describe the possible power values in a statistical way through an appro-
priate representation of the confidence intervals and of the associated probabilities.

Pseudo- measurements are used in DSSE design, and their impact on the esti-
mation performance has been analysed recently [11], considering also the source 
of pseudo- measurement values. In Ref. [12], for instance, aggregation of data 
recorded by SMs was considered to define meaningful pseudo- measurements. 
Pseudo- measurements based on an artificial neural network (ANN) load model-
ling have been proposed [13]. Other methods are also based on ANN to forecast 
power and define pseudo- measurements starting from previous DSSE results [14].  
New applications have also emerged, and thus, according to the characteristics of 
the involved loads and generators, new pseudo- measurement descriptions need to be 
introduced. For instance, in Ref. [15], demand- response- enabled loads are consid-
ered, and a technique to define pseudo- measurements when dealing with these types 
of loads has been proposed for DSSE.

Loads and generators (in particular the distributed generators), and their com-
bination, the so- called prosumers, do not have Gaussian distributions, as typically 
assumed in the weighted least square (WLS) formulations of the DSSE. Their statis-
tical description can be therefore much more complex. In traditional DSSE formu-
lations, only some summarising parameters can be used to grasp the variability of 
pseudo- measured power. For example, standard deviation (STD) is often used in the 
WLS formulation. However, a concise representation is intrinsically an approximate 
representation, and this could result in additional estimation errors for the DSSE 
output.

Much research has been devoted to the description of loads, which should reflect 
on pseudo- measurement definition. In Ref. [16], different models were considered 
to represent load power and, in particular, the normal, the log- normal and the beta 
distributions were used as possible candidates. Beta distribution was preferred since 
it has parameters that can be fine- tuned to obtain the target shape. The research in 
Ref. [17] also shows that beta distribution can be effectively used to represent the 
behaviour of residential loads. The statistics of absorbed power are clearly indicat-
ing non- Gaussian distributions as best suited for pseudo- measurement description. 
Gaussian mixture models (GMM) have been used to account for complex or multi-
modal behaviours [18, 19]. Under this framework, data distribution is represented 
as a weighted sum of Gaussian distributions. This can be interesting, for instance, 
when both loads and generators are connected to the same node in the network, and 
the net power balance needs to be modelled.

All the mentioned contributions show how the distribution underlying the 
pseudo- measurement model can be extremely complex and vary, depending on the 
considered scenario and the load or DG properties. Thus, the pseudo- measurement, 
in general, summarises an extremely variegated statistical behaviour, and DSSE 
requires a flexible framework that allows integrating the available information seam-
lessly without turning to possibly coarse approximations. DSSE accuracy strongly 
depends on the uncertainty description of pseudo- measured quantities and, for this 
reason, it is important to find new techniques to deal with unmonitored nodes and 
to integrate the available statistics in DSSE in a more complete and accurate way.  
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In Ref. [20], the proposal is to treat non- Gaussian statistics through transformations 
that can be performed only when the distribution is analytically known and that 
allow finding equivalent normal data.

It is important to remind here that also real- time measurements from field instru-
mentation can have non- Gaussian uncertainty descriptions, which, as will be dis-
cussed in the next sections, ask for specific DSSE solutions. Considering all these 
aspects, in this chapter, a recently proposed method for DSSE based on a Bayesian 
approach that allows considering every available statistics of the measured and 
pseudo- measured quantities is presented and discussed [21, 22]. The main idea is 
to exploit directly the empirically obtained distribution of absorbed or generated 
power and the available instrument specifications through the application of the 
Bayes’ rule to the estimation process. The objective is to go beyond the simplified 
description that is typically used for measurements and pseudo- measurements in the 
WLS formulation (see, e.g., [6]), or in similar methods, and to address the complex 
conditions that can arise in modern and future networks. Features and potentialities 
of the method based on this innovative Bayesian approach (Bayesian DSSE) are 
theoretically introduced and discussed with the help of simulation results based on 
real- field data.

9.2  Power statistics and pseudo-measurements

One of the most important sources of pseudo- measurements is given by the sta-
tistics of power consumption or generation. In the following, some examples are 
reported and discussed, with the aim to illustrate how probability distributions can 
be extremely variegated, thus confirming the need for a tool such as the Bayesian 
DSSE, which allows integrating the available information with all its peculiarities.

In the following, the discussion is based on real- world data available every  
15 minutes or every hour, considered for the definition of the power- related statis-
tics. Clearly, many other approaches can be used, but the aim of this section is to 
highlight the importance of an accurate description, whatever the specific source of 
what, in the DSSE context, can be called ‘prior information’.

Power profiles and power statistics may depend on the network voltage level, 
on the geographical and topological characteristics, on people behaviour and eco-
nomic scenario. When considering loads and generators, it is important to keep into 
account also the non- electrical information, that is, at least, the season, the type of 
day (working days, weekend days, festivities) and the time of the day.

Focusing on low voltage systems, the SMs, monitoring either the connected 
load or distributed generator (or both) can be used to gather important information 
on the power characteristics. Active and reactive power injection or absorption can 
be obtained both for statistics and for day ahead forecast. Single users clearly show 
high variability in their consumption and are almost unpredictable, but the statistics 
of aggregated loads can be better described. Bayesian DSSE can be applied at dif-
ferent levels and thus pseudo- measurement definition and estimation performance 
depend on the considered scenario.
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Electrical customers at low voltage typically present power consumption time 
series that are far from Gaussianity, when considered as random processes, and 
renewable generation at customer premises also offers a variable and non- Gaussian 
behaviour. Besides, when dealing with prosumers, the power balance statistics are 
even more complex, and it is important to keep in mind that emerging applications, 
such as demand- response, might reshape the probabilistic behaviour. Figure 9.1 
shows the non- Gaussian behaviour of active power for a small photovoltaic unit, 
obtained from the actual data of a customer in Italy recorded by the installed SM. 
The probability density functions (PDFs), obtained via kernel distribution fitting 
(Epanechnikov kernel is adopted, for example), refer to the quarter of hour after 
13.00 in a day belonging to different seasons. Figure 9.2 shows instead the PDFs 
of the power balance for the same customer and time of the day during a working 
day. Negative power indicates absorption, since the convention of injected power 
is always adopted in this chapter. Even though the figures are related to a specific 
example, they clearly show why pseudo- measurements must rely on a meaning-
ful statistical description. Every additional information that can help in refining the 
model and building more informative data should be used as input for the DSSE.

Figure 9.1  Empirical PDF computed from SM data for a small photovoltaic unit
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In the following, medium voltage (MV) grids are instead considered. At this 
level, the contributions of many customers are aggregated to give a single pseudo- 
measurement information. This might seem a counterexample for the Bayesian 
approach application, which will be discussed in the following, since one might 
expect to achieve Gaussianity through aggregation. However, this is not true in this 
context since customer behaviours can be extremely variegated and, typically, each 
aggregated MV load is the result of different load sizes and typologies, such as apart-
ments, schools, as well as commercial and industrial customers. The widespread 
presence of DG contributes in shaping the statistics of the overall power, which are 
the main elements of interest in the DSSE formulation at MV level. Level of aggre-
gation and load type prevalence are relevant aspects, and the choice of the correct 
representation is an important task for the distribution system operator. It is thus 
easy to understand why a Bayesian approach can give a handful tool for a seamless 
integration of the available information. Indeed, one of its most important aspects 
is flexibility, because every kind of data distributions can be accommodated when 
needed.

Figure 9.2   Empirical PDF computed from SM data for a prosumer with 
photovoltaic unit
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In the following, a few examples of power statistics for both loads and genera-
tors at MV are reported to strengthen the above claims through a visual inspection 
of the probability representations. The PVWatts calculator tool [23], which was 
designed on the basis of historical irradiance data, allows generating power pro-
files and comparing different statistics, depending on the hour and the season. For 
instance, Figure 9.3 shows the histograms of the generated power for a sample pho-
tovoltaic plant (size 200 kW) at hour 12.00 during either a summer or a winter day. 
The histogram counts are normalised so that statistical frequency is reported and 
reveals a clearly skewed distribution which, depending on the considered season, is 
more peaked towards the nominal power of the plant. Generated power depends also 
on the specific hour of the day, as it can be seen from Figure 9.4, where the same 
power plant production is represented through two histograms associated with dif-
ferent hours: 12.00 and 17.00 during a summer day.

Similar considerations hold also for the load power at MV. Here the examples 
are drawn from the OpenEI repository [24], considering the state of California, 
United States. Figure 9.5 clearly shows that also for a hospital the absorbed power 
can vary greatly depending on the hour, because of the different activities carried out 
at the hospital, which, from the point of view of the DSSE, is represented as a large 
load and summarised by its power consumption.

Figure 9.3   Histograms of active power for a 200- kW photovoltaic plant for 
different seasons
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The characteristics of the load vary depending also on its peculiarities, because 
it can represent blocks of flats, supermarkets, shops, schools, and so on, with various 
levels of aggregation and of DG. Every type of load has its own power absorption 
pattern, because the underlying activities have different dynamics. Moreover, each 
activity depends on the hour, day or season in a different manner. For instance, 
Figure 9.6 shows the active power histograms for a typical primary school dur-
ing both working days and Sundays. The plots are referred to 10.00 and show the 
reduced power drawn during weekends.

The above examples, even if partial, show why it is important to consider the 
most refined available information, that is to use the best available statistics about 
the considered power. The DSSE must be designed to use the active and reactive 
power data and must be capable of using all measurement types, which can include 
both supervisory control and data acquisition (SCADA) measurements and new 
generation synchronised measurements, which are becoming more and more inter-
esting also for distribution systems [25].

When available, node power measurements can be directly integrated into the 
method according to the procedure described in Section 9.3.2. The Bayesian approach 
implicitly assumes that all the measured quantities are referred to the same time 
instant, which becomes the estimation time instant. If some measurements are either 

Figure 9.4   Histograms of active power for a 200- kW photovoltaic plant at 
different hours during summer
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non- synchronised (thus lacking any time reference) or belong to a different time win-
dow with respect to the others, they must be carefully handled. In fact, different mea-
surement instruments have different synchronisation accuracies and rely on different 
measurement calculation procedures. A detailed description of instrument features 
is beyond the scope of this chapter, but it is important to highlight that each digital 
instrument has not only a different synchronisation degree (when available) but also 
a different time interval to which the measured value refers. Indeed, each measure-
ment requires a set of samples, i.e., an observation window, and the window duration 
impacts on both the accuracy and the latency of the measurement process. For this 
reason, when the measurement timestamp is not available or it is not extremely accu-
rate, the distribution associated with the measurement can be relaxed and modified to 
keep into account possible time shifts. As it will become clear in the next section, the 
Bayesian approach perfectly meets this metrological need, because the variable associ-
ated with a measurement, a derived measurement or a pseudo- measurement is always 
treated in the same way, leaving the required flexibility to the uncertainty description.

Figure 9.5   Histograms of active power for a hospital at different hours during 
mid- season
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9.3  Bayesian approach for state estimation in distribution 
systems

In this section, the innovative Bayesian DSSE, which leads to a more accurate DSSE 
algorithm, is presented. First, an introduction to the considered measurement model 
is reported, so that it becomes clear why the Bayesian approach perfectly fits the 
inverse estimation problem while describing in an appropriate way all the available 
information uncertainties, such as those introduced in the previous section.

9.3.1  Measurement model
The basis of every estimation problem is the measurement model, which can be 
represented as:

 z = h(x) + e  (9.1)
where z  is the vector of the obtained measurements, which should include all the 
available information, measurements produced by the instruments on the field and 
pseudo- measurements computed starting from other sources (direct or indirect) of 
data concerning the network conditions. Vector x  defines the  N  - dimensional state 

Figure 9.6   Histograms of active power for a typical primary school in  
different days
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vector, including a set of variables that is sufficient to uniquely determine the net-
work operating point. h  represents the measurement function vector, where the ana-
lytical relationships linking state variables to measured values are reported. Finally, 
 e  is the vector defining, for each measured quantity zi (subscript  i  indicates the  i th 
entry of a vector), the difference ei between the reference model represented by  hi(x)  
and zi. The measurement error depends on the characteristics of the used instrumen-
tation for real- time measurements and on the inaccuracy in the predicted values for 
pseudo- measurements.

Each measurement error ei and, according to the above model, its associated 
measurement zi can be considered as a random quantity, characterised by its PDF 
 fzi (�) , which depends on the probability distribution of the errors preventing an 
‘exact’ knowledge of the actual values*. It is important to highlight that such random 
model is not equivalent to considering errors as random quantities in repeated mea-
surements, but with a metrological viewpoint that is more coherent with the consid-
ered domain (power systems), it can be instead considered as the lack of knowledge 
associated with the available measurement. The description of such uncertainty is 
given by the PDF and thus depends on the instrument specifications, on the result of 
the characterisation process of meters and algorithms and, more in general, on the 
statistical description of possible errors [26].

Focusing on measurements, the only available information is usually given by 
instrument datasheets, which typically include only maximum deviations, repre-
sented by an accuracy value or by a range. If no further information is available, it is 
natural to assume that errors are uniformly distributed in the range and thus the PDF 
of measurement error ei is:

 
fei (a) =

8<
:

1
2�ei

when a 2
�
��ei, +�ei

�

0 otherwise   
(9.2)

where  �ei  is the maximum absolute error and  a , from here on, indicates the generic 
realisation value.

In other circumstances, it is possible to assume Gaussianity. In fact, when the 
uncertainty specifications are given in terms of expanded uncertainty with a given 
coverage factor  k = 2  or  3 , this clearly points to normality in the error distribution. 
Sometimes, the Gaussianity of the errors is explicitly mentioned or it results from 
the sum of several independent error contributions through central limit theorem. In 
this case, it is sufficient to know the standard uncertainty associated with the error, 
i.e., the STD of the corresponding random variable [26], and the PDF is given as 
follows:

* This is clearly a simplification for illustration purposes only, because no ‘true’ value exists in  
measurement.
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fei(a) =

1
p

2��ei
e

� a2
2�2ei

  
(9.3)

where  �ei  is the STD of ei. Considering the model in (9.1) and assuming that  h(�)  
is deterministic, it is clear that, given the reference state x , measurement zi can be 
described by the same PDF as ei. The only difference is given by the translation 
quantity  hi(x) , which directly impacts on the mean value of the random variable. 
For this reason,  �zi  is always the same as  �ei . When considering the Gaussian PDF 
(9.3),  �ei  is obtained as  

�ei
k  . The deviation  �ei  is typically found in instrument speci-

fications, and  k   depends on the level of confidence associated with the expanded 
uncertainty interval.

Considering instead pseudo- measurements, the description can be much more 
complex. In classical WLS DSSE formulations, not only measurements but also 
pseudo- measurements are typically assumed to be Gaussian random variables, each 
load is independent from the others and a large STD value (e.g., corresponding to 
30–50% of the nominal load power) is considered as the only parameter to rep-
resent the variability. Some research activities have been focused on introducing 
correlation among pseudo- measurements [27], since it is evident that even forecast 
algorithms should leverage correlations present in power absorption among different 
loads or between active and reactive power.

However, as discussed before, these solutions cannot account for the high vari-
ability of the absorbed and generated powers, particularly when dealing with new 
technologies concerning DG, new load types or new management applications such 
as demand- response.

9.3.2  A Bayes framework for DSSE
In Refs. [21, 22], a novel approach to the estimation of the state is introduced to take 
advantage of rich statistical models about inputs z . The underlying concept is the 
following: the state estimate Ox  can be computed through Bayesian estimation, that 
is by finding the posterior distribution of the state given the data available in z  and 
their uncertainty description. Differently from the common interpretation of (9.1), it 
is also possible to separate the contribution of the real- time measurements (included 
in z ) and of prior information about the state variables.

The DSSE is performed through the following:

 Ox = E[x|z] =
’

A afx|z(a|z)da  (9.4)

where the estimated state vector corresponds to the expectation of the posterior 
PDF.  fx|z(a|z)  indicates the posterior density function depending on the uncertainty 
description, and A  indicates the domain of integration, that is the domain of state 
variability. Vector a  is the searching variable covering all possible state values. With 
a somehow loose notation, in (9.4), z  indicates also the generic condition, for now 
left undetermined.

According to Bayes’ rule, the posterior PDF can be rewritten as:
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fx|z(a|b) =

fz|x(b|a)fx(a)
fz(b)   

(9.5)

where  fz|x(b|a)  is the conditional PDF of the measured values (spanned by  b , which 
stands for the observed value of z ) with respect to the state realisation a ,  fx(a)  is 
the prior PDF of the state and  fz(b)  is the overall PDF of the measured values (the 
so- called evidence value).

Measurements in z  can include both conventional measurements and synchro-
nised phasor measurements. Conventional measurements are voltage and current 
magnitudes, active and reactive power flows or injections. Synchronised phasor 
(synchrophasor) measurements instead include voltage phasors at nodes and cur-
rent phasors, which can be both node and branch currents, and come from D- PMUs 
or PMU- like devices. PMUs are synchronised with a common timescale, linked to 
coordinated universal time (UTC) and obtained through global navigation satellite 
systems typically [28].

Real- time measurements, both conventional and synchronised, even in a near 
future scenario, are going to be insufficient for full network observability and thus 
for DSSE. As mentioned before, pseudo- measurement data are needed to deal with 
measurement scarcity, and thus it is essential to introduce their statistical description 
within the model. It is important to highlight that, since predicted power for loads 
and generators is highly uncertain and variable, the correct probabilistic description 
can be critical.

The most common approach is to define the statistics from historical data and 
time series, and thus non- Gaussian behaviour has to be expected, as clearly high-
lighted by the examples in Section 9.2. The PDF depends on the characteristics of 
the loads and on the interactions between loads and generators. As discussed above, 
an MV load can be, for instance, the result of the contributions of several customers, 
and there are many variables affecting power consumption. It is interesting to notice 
that the statistical distribution depends on the considered parameters (e.g., hour of 
the day, type of day, type of prevailing customers) and also on the available knowl-
edge. It is therefore quite different to rely on pure historical data or on SM data for a 
short- term pseudo- measurement look ahead.

These considerations and the possible non- Gaussian behaviour of measurements 
again ask for a more complete probabilistic description of the involved quantities. 
According to the Bayes’ approach, a possible model is obtained when considering a 
state representation in terms of power injections (or absorptions, depending on the 
convention). A node voltage phasor from a reference node must also be included 
to define a set of variables sufficient to uniquely define the network state. With this 
assumption, the state vector can be written as:

 

x=

2
66664

Vs

's

P
Q

3
77775

  

(9.6)
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where  Vs  and  's  are, respectively, the magnitude and phase angle of the node chosen 
as a reference (e.g., the slack bus would be a good choice). Vectors P  and  Q  include 
the active and reactive power injections of all the nodes where a power contribu-
tion is present. Clearly, such powers can be conceived as the input power balance 
depending on the connected loads or generators.

The presented state definition is meaningful only if at least one PMU is avail-
able for real- time monitoring. Without any synchronised device, an absolute defi-
nition of the phase angle would not be possible with respect to UTC, and thus the 
reference voltage phase angle needs to be considered arbitrary (only relative phase 
definitions can be used) and should not be included in x  [6]. In addition, when more 
PMUs are available at different nodes, the use of  's  is not only possible but also 
leads to improvements in the estimation of the phase angle profile that allows going 
beyond PMU accuracy [29].

Once the state is defined, each PDF in (9.5) must be defined, and this is where 
the approach perfectly fits the measurement and pseudo- measurement uncertainty 
representation. Function  fx  is thus the model of the input statistical description of 
 P  and  Q , together with some prior information about reference voltage. Active and 
reactive powers can be represented by their PDFs, which can be obtained through 
two different approaches: starting from a given distribution, its parameters can be 
obtained from data, or the PDF can be obtained empirically using either histograms 
or empirical distribution fitting.

As for the prior of  Vs , it can be chosen, for instance, as a uniform distribution 
in the a- priori variability range, for instance,  1 ˙ 0.1 p.u.  For  's , there are different 
possible strategies. If the reference bus is equipped with a PMU, the range of vari-
ability around the measured value coincides with the expanded uncertainty interval, 
and thus an uniform PDF can be associated with it. When no PMU measurements 
are available at the reference node, it is easy to have a guess range along with a 
uniform distribution around a measured PMU voltage phase angle at another node 
(possibly a close one), since low phase angle differences usually appear in distribu-
tion networks. It is important to highlight that the reference node can be chosen 
according to the needs.

The conditional PDF  fz|x(b|a) , which, with a change of perspective can be seen as 
the likelihood function, is associated with the measurement uncertainty description. 
Measurements from different on- field devices are typically considered as indepen-
dent, and thus a Gaussian or uniform PDF can be defined for each measured value, 
depending on the device specifications. As mentioned before, when only maximum 
errors are reported in the datasheet, uniform distribution is better suited to the case 
at hand and thus it is possible to write:
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fz|x(b|a) =
MQ
i=1

fzi |x(bi|a) =

8̂
<̂
ˆ̂:

1
MQ
i=1

2�ei

, when b 2

MQ
i=1
[hi(a) � �ei, hi(a) + �ei]

0 , otherwise  
 (9.7)

where M   is the number of measurements.
If Gaussian distributions can be assumed, the conditional PDF is instead:

 
fz|x(b|a) =

MQ
i=1

1
p
2��ei

e
�

(bi � hi(a))2

2� 2
ei

  
(9.8)

The above examples are only the two most common approaches, but nothing pre-
vents from using more specific distributions when instrument specifications or other 
characterisations allow further details to be included. A full discussion about this 
point is beyond the scope of this chapter, but Section 9.3.3 will give further insight 
into the PMU case.

The solution of (9.4) is numerical, mainly because of the complex statistics 
that can be included through  fx . It is important to highlight here that the aim is to 
allow the computation of (9.5). Conditional and prior PDFs are computed based 
on measured values, thus defining the posterior up to a factor, given by  fz(b) . The 
term  fz(b)  is the result of the integration of the numerator in (9.5) and, as will be 
discussed in the following, it is not necessary to find numerically the expectation in 
(9.4). This is intuitive, since  fz , computed based only on the measured values, does 
not depend on the state candidate a  and thus should not influence the procedure.

9.3.3  Measurement handling
Conventional measurements are directly handled as described above, through (9.7), 
(9.8) or a mix of the independent PDFs, depending on the available uncertainty 
description in the device specifications. If further details or different and specific 
PDFs are given for some measurements, they can be easily accommodated in a 
similar way.

Attention must be paid to D- PMU measurements, since the obtained values are 
magnitudes (rms values) and phase angles of voltage and current synchrophasors. 
As usual, datasheets can be quite different, but the uncertainty is typically expressed 
through either maximum relative magnitude errors (as percent values) and maxi-
mum phase angle deviations or percent total vector error (TVE). TVE corresponds 
to the relative vector error between the measured phasor and the reference one.

Considering, as an example, a measured node voltage synchrophasor  PV = Vej'v  
when accuracies of magnitude and phase angle measurements are available, uniform 
random variables can be used. Maximum magnitude deviation is obtained multi-
plying  V   by the maximum percent error while maximum phase angle deviation is 
already provided. The same holds true for current synchrophasors. Classical WLS 
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DSSE uses the same measurement accuracy description through STD calculation 
( �ei  is equal to the maximum deviation divided by  

p
3  when uniform distribution is 

assumed).
When only TVE specification is known, with the Bayesian approach, it is pos-

sible to fit perfectly the uncertainty description. The maximum TVE  %  ( TVEmax ) 
corresponds to a circle centred in the reference phasor and defining possible mea-
surement outcomes. The joint PDF of amplitude and phase angle is thus (for a volt-
age synchrophasor, but the same holds for a current one):

 
fzV ,z'v |x(V,'v|a)

8̂
<
:̂

1
�(V � TVEmax/100)2

when |Vej'v � Phv(a)| � V � TVEmax/100

0 otherwise   
(9.9)

where  zV   and  z'v  indicate the magnitude and phase angle random variables of the 
considered synchrophasor measurement, and  Phv  is the complex measurement func-
tion linking the synchrophasor to the generic state defined by a .

9.3.4  Prior description
Active and reactive powers (with a sign depending on whether it is generated or 
absorbed) must be statistically described to be included in the Bayesian model 
through  fx . As mentioned before, both analytical model and empirical distributions 
can be used to describe loads and generators, or, more generally, their aggregation 
in a given node.

Active and reactive powers of the same node (indicated as  Pn  and  Qn  for a 
generic node  n ) can be correlated, therefore, prior PDFs should consider this aspect. 
A possible approach is to consider  Pn  and  Qn  altogether through a bivariate PDF 
 fPn,Qn . The node power balance can thus be represented without macroscopic 
approximations. It is also possible to follow another approach, particularly useful 
when less data are available to extract the statistical description. The statistics of  Pn  
and  Qn  correspond to the marginal PDFs, and  fPn,Qn  is defined through the use of a 
bidimensional copula, which allows keeping correlation into account.

A copula  Cn  can be associated with the two random variables  Pn  and  Qn  so that 
the distribution of the copula becomes:

 FCn(u1, u2) = P [UPn � u1,UQn � u2]  (9.10)

where  UPn = FPn(Pn)  and  UQn = FQn(Qn)  are obtained transforming  Pn  and  Qn  
through their cumulative distribution functions  FPn  and  FQn , respectively.  UPn  and 
 UQn  are thus uniform variables in the range  (0, 1) . The distribution function  FCn  is 
the means to express the correlation between  Pn  and  Qn . This aspect is theoreti-
cally guaranteed by the Sklar’s theorem [30], which states that univariate marginal 
distribution functions together with a copula can represent any joint distributions. 
Using this approach, it is possible to simplify the pseudo- measurement PDF defini-
tion, since active and reactive power PDFs can be derived from data and integrated 
with the model given by the copula to grasp data correlation. In the particular case 
of active and reactive power of a node, it is possible to write:
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 fPn ,Qn (pn, qn) = fCn (FPn (pn),FQn (qn)) � fPn (pn) � fQn (qn)  (9.11)

where, for a generic pair of values  (pn, qn) , the PDF is easily expressed through the 
three components.  fCn  is the PDF associated with  (FPn (pn),FQn(qn)) , and different 
models can be adopted. For instance, a Gaussian copula can be very useful under 
many practical circumstances.

Considering all the aforementioned choices, a possible representation of the 
complete prior is:

 
fx(a) = fVs (a1)f's (a2)

Q
n2ƒ

fPn ,Qn (ai(n), aj(n))
  (9.12)

where  i(n)  and  j(n)  are the indices of the active and reactive powers of node  n  
within the state vector. The set ƒ  includes the indices of the considered buses that 
are interested by loads or generators, and the reference node is not counted among 
them. It is important to notice that  f's (a2)  is only present when absolute phase angle 
is included in the state.

The presented approach is both general and flexible. When zero- injection nodes 
are considered, it is very simple to use a state vector that includes only unknown 
quantities and replaces zero powers where needed in the measurement function for-
mulation. This helps in avoiding the possible issues due to the insertion of zero- 
injection constraints as very accurate pseudo- measurements, as it is often done in 
conventional WLS- based DSSE, and is very useful, for instance, for MV network 
where several zero- injection buses may be present.

9.3.5  Numerical computation of the Bayesian DSSE
As mentioned before, the problem (9.4) allows a very good description of the uncer-
tainty of all the involved quantities to be obtained, and it is typically solved through 
numerical methods. Clearly, the presented approach is independent from the spe-
cific estimation procedure, but it is interesting to know that there are techniques 
that are well suited for Bayesian DSSE solution. One of the most interesting is the 
Metropolis- Hastings (M- H) algorithm. In brief, M- H method seeks to produce a 
series of vectors  xk   (a Markov chain), whose statistics correspond to a target dis-
tribution � . In the Bayesian framework, the target is given by the posterior  fx|z , 
and thus, once the computed state vectors are collected, the expectation of x  can be 
calculated via numerical average.

In practice, M- H operates in two steps for each iteration  k  , starting from an 
initial guess  x0 :

1. First, a new candidate  yk+1  is obtained, starting from the previous vector, 
from a transition PDF  …(y|xk) . Typically, …  is considered symmetric, that is 
 …(yk+1|xk) = …(xk|yk+1) .

2. Then,  yk+1  is either kept or discarded, based on an acceptance probability:

 ˛(yk+1|xk) = min
n
1, �(yk+1)

�(xk)

o
  (9.13)
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when accepted, it becomes the new point  xk+1 , otherwise  xk+1 = xk  .
It is important to notice that, when  fx|z(yk+1) � fx|z(xk) , the proposal  yk+1  is 

always accepted. So, when the target PDF is increasing, the point of the series con-
tinuously changes, otherwise it changes only with a probability ˛  depending on the 
relative PDF decrease. In the latter case, acceptance can thus be checked through the 
extraction of a random value from a uniform distribution in  (0, 1)  and its comparison 
with ˛ .

Another essential aspect for DSSE is that only a ratio between posterior PDF 
values is involved, and thus the denominator in (9.5) (the evidence value  fz ), which 
does not depend on the current point  xk  , or on the proposal  yk+1 , but only on mea-
sured values, does not need to be computed. Indeed any normalising constant can 
be neglected.

To make the numerical algorithm more effective and stable, it is useful to exploit 
logarithms of the involved quantities. When using the prior expression in (9.12), ˛  
can be thus computed for each iteration as:

 

log(˛(yk+1|xk)) = min
˚
1,
PM

i=1

�
log fzi |x(yk+1) � log fzi |x(xk)

�

+ log fVs (V
y
s,k+1) � log fVs (Vs,k) + log f's ('

y
s,k+1) � log f's ('s,k)

+
P

n2ƒ

�
log fCn (FPn (p

y
n,k+1),FQn (q

y
n,k+1)) � log fCn (FPn (pn,k),FQn (qn,k))

+ log fPn (p
y
n,k+1) � log fPn (pn,k) + log fQn (q

y
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 (9.14)

where  Vs,k  ,  's,k  ,  pn,k  ,  qn,k   are the current point values for voltage magnitude, volt-
age phase angle, active and reactive power at node  n , respectively. Superscript y  
indicates instead the candidate values. Equation (9.14) can be modified accordingly 
if additional correlations or multivariate priors are considered.

Under a few hypotheses, the computed Markov chain is ergodic and converges 
to the target posterior distribution. There are many possible ways to customise the 
M- H algorithm to the specific DSSE problem, by using, for instance, an adaptive …  
[21] that changes along the chain to speed up the space exploration.

Then,  Np  points belonging to the series  xk   with  k = 1, : : : ,Np  are obtained. The 
state space can be assumed to be covered according to the needed posterior distribu-
tion, and thus it is straightforward to find the estimation of (9.4) through:

 Ox = 1
N�k0+1

PN
k=k0 xk   (9.15)

where k0 determines the initial invalid points (burn- in period). The estimated state 
 Ox  is thus a simple average of the available states. The average value is an unbiased 
estimation of the state vector given the available measurements, their uncertainty 
description and pseudo- measurements statistics.

It is also possible to compute other statistical indices on the available series 
realisation. For instance, as will be discussed in the next section, percentiles of the 
posterior are useful to evaluate also the uncertainty intervals corresponding to given 
confidence levels, so that a sound estimation of the uncertainty can also be associ-
ated with the estimated states.
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9.4  Examples of Bayesian distribution system state estimation

In this section, some examples of the estimation results obtained with the Bayesian 
DSSE are discussed in order to investigate its properties and the advantages in terms 
of estimation accuracy and uncertainty description. To make the presentation sim-
ple and effective, a small MV network is used, and the simulation results obtained 
through different tests and configurations are discussed. The network is extremely 
simple and is composed of six buses along a single feeder. Figure 9.7 reports the 
topology of the considered MV network along with the node and branch numbers 
and the indications about what type of loads are involved and where DG is present. 
Each node presents a combination of loads and generators, chosen as representa-
tive of possible realistic conditions for illustrative purposes. The MV side rated 
voltage is 20 kV and, since the focus is mainly on the description of the loads, 
the lines have been configured to have all the same length,  0.8 km , and impedance 
( 0.7031 + j0.141 �/km ), corresponding to a real cable (OC_AL_50_169 from pro-
ject Atlantide [31]).

Measurements can have different accuracies depending on their type and on 
the considered instrument. The measurement system includes all the available mea-
surements and, as mentioned before, their integration into the DSSE depends on 
their characteristics (possibility to measure absolute phase angle, description of the 
instrument specifications, etc.). In the following, each measurement is associated 
with its accuracy, and the accuracy is associated with the assumed distribution. 
Uniform distribution is considered for all the real- time measurements, and its maxi-
mum deviation is equal to the considered accuracy. The maximum deviation is 1% 
for voltage magnitude and 3% for active and reactive power flow measurements, 
which are used to monitor specific branches.

The pseudo- measurements and their probability representation are built accord-
ing to the available data, similar to those described in Section 9.2. From each data-
set, the PDF is obtained using a kernel distribution fitting. Other strategies can be 
adopted, from models matching given distributions to GMM, where a few Gaussian 
distributions are linearly combined to deal with non- Gaussian behaviours, such as 
the presence of multiple modes. The chosen method is not particularly important for 
the Bayesian approach, but, clearly, it can affect the quality of the representation and 
also the speed of the posterior computation.

It was proven in the literature [29] that voltage measurements have a direct 
impact on the accuracy of the estimated voltage profile and, even more interesting, 

Figure 9.7  Simple MV network used for the tests
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their presence has a global effect, particularly when the network is not heavily 
loaded and when only highly uncertain pseudo- measurements are available. This 
means that the improvement on the voltage profile carried by an additional voltage 
measurement can be felt all across the network, even far away from the measure-
ment point. In addition, the estimation accuracy, to a first approximation, reflects 
mainly the accuracy and the number of voltage measurements. This effect can 
be obtained both with synchronised and conventional instruments, but its extent 
depends on their accuracy. It is thus more interesting to focus on power estima-
tions (power flows or power injections), which are instead significantly affected by 
pseudo- measurement description quality. These quantities, along with currents, are 
mainly affected by the accuracy of near pseudo- measurements and of power and 
current measurements, due to the local effect of information on current estimations 
[32]. For this reason, in the following, results in terms of estimated node active 
power are reported, which can be essential for distribution management system 
applications.

Different results can be obtained with different measurement configurations. 
Starting with a default measurement system, composed of a single voltage mea-
surement monitoring the MV side in the HV/MV substation, it is possible to verify 
the behaviour of the Bayesian DSSE with a minimal measurement set. With such a 
configuration, it is not possible to refine the measurement accuracy of the substation 
measurement and every power- related quantity is not observed by any real- time 
measurement, meaning that prior information cannot be enhanced. Figure 9.8 shows 
the prior PDF relating to the active power of node 6, obtained from the statistics 
on absorption and generation (hour 10.00 during winter), together with the corre-
sponding posterior obtained by the Bayesian DSSE algorithm. The posterior, like 
the prior, is computed through kernel fitting from the data, which, in this case, are 
provided by the M- H algorithm as extractions from a population whose PDF is the 
target posterior PDF. It is interesting to notice that the two PDFs are almost identi-
cal, thus confirming that the default measurement system cannot help in reducing the 
uncertainty associated with power estimation. The reported graphs also underline 
how the algorithm is capable of reproducing complex statistical patterns, due to dif-
ferent sources and influence parameters (temperature, irradiation, etc.). In this case, 
the estimation, which is given by the average of the posterior, cannot but coincide 
with the reported pseudo- measurement,† which is the average of the available power 
data. Even such simple and somehow expected outcome is emblematic of the role 
of PDFs in the estimation. In a conventional WLS approach only STD is avail-
able, whereas, with Bayesian approach, the full description is preserved for further 
computations.

When additional instruments are used, an upgraded monitoring system is con-
sidered, and the posterior PDFs start to diverge from the corresponding priors, 
thus confirming that the additional information coming from instruments allows 

† The pseudo- measurement is indicated with a circle reported on the curve only for readability.
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reducing the uncertainty. Two voltage measurements are located at nodes 1 and 
5, and two active and reactive power flow measurements are also considered as 
available at the same measurement point, in particular corresponding to branches 1 
and 4. This measurement configuration may correspond to two measurement units 
placed at the nodes of interest. In this way, the posteriors become narrower and, 
even though they keep their non- Gaussian character, the shape changes more or 
less on a case- by- case basis, depending on the proximity, accuracy and type of 
available measurements. Figures 9.9 and 9.10 report the posterior PDF along with 
the estimated value obtained as the average of the posterior for the two nodes 4 
and 6. Figure 9.9 shows how, thanks mainly to the measured power flows, the 
posterior shrinks, thus reducing the region of possible active power values. Power 
measurements have a 3% variability with respect to reference power, and thus 
they limit possible combinations when performing power estimation. Figure 9.10 
is even more explicit, because the estimation of the active power at node 6 relies 
also on the power flow measured between nodes 4 and 5. In this case, the power 
drawn by node  5  is not large, thus allowing the effect of real- time measurements 
to propagate until the feeder end node. Comparing this figure also with Figure 9.8, 
it is evident that the large prior is reduced to a narrow peak in the new posterior, 
and the estimated value belongs to this peak. The range of possible values is thus 

Figure 9.8   Minimal measurement configuration – prior and posterior PDFs for 
node 6 active power
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much smaller, and the uncertainty associated with the estimated value is noticeably 
reduced with respect to prior uncertainty.

It is important to highlight that the exact behaviour depends on the specific 
characteristics of the loads and generators, on the actual operating condition of 
the network and, as discussed so far, on the monitoring system characteristics. 
Nevertheless, the considerations drawn from previous examples have general valid-
ity and illustrate the peculiarities and the outcomes of the method.

Further looking at the above example, it is possible to highlight that, since the 
algorithm provides a population of state vectors that is associated with the desired 
posterior, it is also possible, for each quantity of interest, to obtain other estima-
tions and to compute additional statistics. For instance, the maximum a- posteriori 
estimate might also be computed, because it corresponds to the maximum in the 
obtained posteriors. This is not an unbiased estimator, but can be particularly useful 
with multimodal posteriors.

Even more important, it is possible to give an uncertainty description which is 
richer and more accurate. The quantiles of the computed posterior or the confidence 
intervals around the estimated quantity can be provided as additional outputs with 
minimum effort. The typical output of a traditional WLS estimator is given by the 
estimated value for each quantity of interest and by the associated STD, which is 

Figure 9.9   Upgraded measurement configuration – node 4 active power 
estimate, prior and posterior PDFs
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computed through the estimates covariance matrix. The expanded uncertainty that 
can be provided to the DSSE user is obtained assuming Gaussian distributions and 
using thus the coverage factors appropriate for each confidence level. Moreover, the 
confidence intervals are considered symmetrical around the estimated value. When 
the posterior is clearly non- Gaussian or highly skewed as those presented in this 
chapter, such representation is clearly deficient, and Bayesian approach allows to 
obtain asymmetric and accurate intervals to define the uncertainty of the estimated 
value. Having a complete probabilistic description of the estimates enables the 
applications working on the outputs of the DSSE to define new algorithms and new 
safety margins that keep into account the complex scenario without oversimplifica-
tions possibly dangerous or costly.

Figure 9.11 exemplifies the above discussion. The posterior PDF of the active 
power of node 2 is reported, under the same conditions as before, depicting also the 
uncertainty associated with the estimated value (‘+ ’ symbol). The PDF is filled with 
two different colours, darker and lighter, to represent the two regions correspond-
ing to the 95% and 99.73% confidence intervals around the estimated power. The 
limits of such areas are delimited by two pairs of quantiles: the first one corresponds 
to the probabilities  0.025  and  0.975 , while the second one is between  0.00135  and 
 0.99865 . These two areas, as expected, include the reference value, which is the 

Figure 9.10   Upgraded measurement configuration – node 6 active power 
estimate, prior and posterior PDFs
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actual value of active power considered during the test. As a term of comparison, the 
estimate obtained with a WLS DSSE is reported (dashed vertical line) together with 
its uncertainty. The WLS is the most widespread method for DSSE nowadays, and it 
is important to recall that it corresponds to the Bayesian approach when the distribu-
tion associated with all the measurements and pseudo- measurements is Gaussian. 
It is important to highlight that the conventional WLS has been modified (see [22]) 
for the test to consider the full covariance matrix of the measurements and pseudo- 
measurements, so that a fair comparison is possible. The covariance matrix includes 
the variances of all the input quantities and the relevant covariances as obtained 
from the same measurement specifications and available statistical data used for the 
Bayesian DSSE. In the figure, the expanded uncertainty of WLS estimate is repre-
sented with a grey area and corresponds to the 95% confidence interval defined by 
the estimated STD (from the corresponding entry of the inverse gain matrix [6]) and 
by the coverage factor  1.96 . It is evident that the WLS estimation error is about twice 
the Bayesian estimation error. In addition, WLS uncertainty greatly overestimates 
the actual uncertainty and fails to cover the region of interest, whereas large nega-
tive values (large absorption) are included. This type of result is general: Bayesian 
DSSE gives both a better estimation accuracy and a better uncertainty description. 
The specific impact depends again on the considered network condition and on the 
monitoring system.

Another interesting confirmation of the capability of the Bayesian DSSE to rep-
resent accurately even complex distributions is given in Figure 9.12. The figure 
gives a meaningful representation of the bivariate posterior obtained for node 4 con-
sidering both active and reactive injected powers. The posterior obtained as a result 

Figure 9.11   Upgraded measurement configuration – comparison between the 
uncertainty evaluation of the Bayesian and WLS methods
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of the Bayesian DSSE not only captures the clearly non- Gaussian behaviour of the 
estimated quantities but also follows the correlations and the specific features in the 
multidimensional domain of the sought state variables. In fact, the algorithm allows 
describing the estimated quantities in a comprehensive way, also permitting further 
computations when needed.

Matching the correlation and the higher order properties of the involved distribu-
tions allows including the dependencies (e.g., between active and reactive powers) 
both in the input and output data. This faithful representation of the actual behaviour 
helps both in improving the estimation and in speeding up the space exploration, 
since it is useful in computing a chain of possible states that is more focused in the 
regions of actual interest.

Similar results can be obtained also using synchronised measurements, for 
instance, voltage and current synchrophasors. When dealing with synchronised mea-
surements, PMU- like devices, that is instruments with high synchronisation accuracy 
(in the order of 1 μs) are assumed. Measurements are always treated by including the 
distributions associated with their specifications. Unlike WLS approach, Bayesian 
approach thus allows synchrophasor measurements whose accuracy is described in 
terms of TVE only to be included. As described in Section 9.3.3, the TVE defines a 
circle in the complex plane and thus, starting, for instance, from the 1% TVE limit 
only, it is easy to integrate the available magnitude and phase angle measurements 
as an uniform distribution in the uncertainty region. This allows avoiding the typical 
approximations of WLS DSSE, such as associating a variance to each measurement 
when dealing with a phasor either in polar or rectangular coordinates.

Figure 9.12  Bivariate PDF for active and reactive powers of node 4



234 Power distribution system state estimation

9.5  Concluding remarks

In this chapter, an innovative approach to state estimation for distribution systems 
based on an application of the Bayes’ rule and on the integration of all the avail-
able information concerning the real- time measurements and the so- called pseudo- 
measurements has been presented. The underlying idea can be summarised as find-
ing a way to put together all the probabilistic descriptions that are available and need 
to be transformed in inputs for the state estimator.

The algorithm provides a general framework that is particularly effective when 
non- Guassian statistics are the best tool to represent the uncertainty behaviour of 
obtained measurements (conceived as random variables in their accuracy ranges) 
and of the historical or forecast data on loads and generators connected to the net-
work. Each measurement or pseudo- measurement is thus considered as a random 
quantity associated with a region of possible values of different probabilities, and 
the estimates are found by grasping the real behaviour a- posteriori of the quantities 
of interest.

This approach perfectly fits the needs of a distribution network since data can be 
variegated. The distribution network cannot be fully monitored because of its complex-
ity and due to cost constraints. Thus a statistical description of the expected power at 
the nodes and of the DG, also refined with forecasting tools, is the best information to 
integrate real- time data available from the field and to support state estimation routines. 
Moreover, each instrument has its own peculiarities, and each manufacturer has its own 
way of characterising and reporting the accuracy specifications and the information 
about measurement uncertainty. In addition, a distribution system operator might want 
to rely on ad- hoc characterisation procedures of the instruments before installation, to 
provide more appropriate and complete uncertainty description. The Bayesian DSSE 
encourages these good practices and provides the possibility of a seamless integration.

The Bayesian approach thus, starting from a more detailed description of the 
inputs, results in a more accurate estimation and, even more important for distri-
bution system management and control applications, in a better description of the 
uncertainty associated with the estimator outputs. Higher management layers can 
thus lie on a more accurate picture of the network status and make their decisions in 
a more informed way.

Clearly, the increased accuracy and flexibility come at the expenses of a higher 
computational cost with respect to classical estimators (such as WLS and weighted 
least absolute value estimators), but there are numerical solutions of the Bayesian 
estimation problem, as that discussed in this chapter, that do not suffer of the dimen-
sionality curse of other Monte Carlo methods and combinatorial approaches. It is 
also possible, for very large networks, to split the network and introduce multiarea 
techniques (see, for instance [33]). The interested reader is referred to Chapter 10 in 
this book for further details. Here it is important to highlight that the Bayesian DSSE 
is a good candidate for multiarea integration, since, from a given area, it provides 
good uncertainty descriptions to the other areas and can work on similar data coming 
from its peer estimators running for different areas.
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Multiarea state estimation for 
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10.1  Introduction

The large scale of real distribution systems makes difficult the development of com-
putational tools for real- time monitoring of these systems. Thus, the decomposition 
of distribution networks into smaller sub- networks emerges as an alternative for this 
development, embracing the use of smaller models, instead of a single large- scale 
model, parallel computing and decentralized processing architectures.

This chapter introduces decomposition methods to perform state estimation in 
large- scale distribution networks, employing the concepts of multiarea state estima-
tion (MASE). A brief contextualization of scalability and decentralization is pre-
sented to emphasize the need of such architectures. Then, the main ideas of MASE 
are discussed. Two multiarea state estimation algorithms are presented, both make 
use of specialized methods for distribution system state estimation. However, one 
based on the traditional approach of the nodal voltage state estimation and the other 
on current- based model. Finally, numerical examples with both estimators illustrate 
the accuracy and computational aspects.

10.1.1  Large-scale distribution systems and motivations for MASE
Distribution systems are networks spread into vast areas, usually with hundreds of 
primary feeders corresponding to thousands of three- phase unbalanced buses. The 
inclusion of new sensors at the level of the low- voltage (LV) circuits, such as Phasor 
Measurement units (PMUs) and smart meters, has motivated the development of 
state estimators considering the whole distribution system, from the high voltage 
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substation through the primary feeders to the LV circuits. Thus, it becomes neces-
sary to extend the network model to the consumer units that are connected to the 
LV circuits, which may lead to hundreds of thousands of variables. In this sense, 
the large- scale comprises the number of buses in numerous primary feeders and LV 
circuits from various substations, which may share interconnections.

Network analysis in distribution systems is typically performed on a feeder 
basis, naturally separable according to each feeder circuit and voltage level (substa-
tion, primary feeders, and LV networks). However, ultimately, operators are given 
the task of assessing the state of the whole network or automatically taking actions 
that involve one or more substations. The scale is undoubtedly dependent on the typ-
ical structure and region under operation by a single utility. For instance, in Brazil, 
a utility is responsible for large portions of state- wide areas, encompassing the elec-
trical network of multiple cities. There are also some cases of local cooperatives, 
with a single city under responsibility, and other countries that typically have a local 
municipal utility. The scale is different, but even a single town may present several 
substations and widespread feeders, easily accounting for thousands of nodes.

The orchestration of algorithms that fully exploit computing architectures avail-
able at the distribution operation center may benefit the response time of operators 
and enlarge the scope of automatic applications while dealing with such a large scale 
of the whole network. Typically, a single application is concentrated in separate 
computing units in a server to avoid overlapping processes and reduce possible com-
munication traffic that may hamper the overall performance. A basic illustration of 
a computing server typically available at distribution operation centers is illustrated 
in Figure 10.1.

Furthermore, modern computing units in those servers present high- performance 
computing elements available, such as multicore central processing units (CPUs) 
and accelerators based on graphical processing units. In this sense, MASE appears 
to be a promising feature to enhance computational performance and provide fast 

Figure 10.1   A basic illustration of the computing architecture from modern data 
processing centers, with high- performance computing elements, 
such as multiprocessor cores, computing acceleration, and high- 
speed interconnection
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full network assessment by decomposing the network models and analysis into 
smaller problems solved in parallel.

Another motivation to pursue decomposition of state estimation into the mul-
tiarea formulations is the proposition of decentralized operation of distribution 
networks. Recent advances in smart grids enable edge computing applications and 
more embedded intelligence closer to the consumers, for instance, aggregators and 
microgrids under a joint local controller. In this sense, MASE provides a formula-
tion that naturally captures a distributed monitoring architecture of these multiple 
agents (and their respective subnetworks). It enables advanced monitoring to be 
processed closer to the consumers and provides faster decisions, such as harmoniz-
ing the dispatch of renewable resources, electric vehicles, and energy storage. These 
aggregators and microgrids may even exchange information with a central utility 
operation center, in order to coordinate the decentralized operation. (Figure 10.2).

In such a vast and favorable research field, MASE flourishes as an essential 
feature for any scalable state estimation implementation at distribution operators  
[1, 2]. A few drivers of these approaches are enumerated below:

 • evaluating scalability and computational requirements, such as bandwidth and 
communication among processes [3–5];

 • employing specialized state estimators for distribution networks, further enhanc-
ing the numerical stability and increasing computational performance [6–8];

 • more recently, exploring new computational decentralized architectures, 
unlocking new advances in cloud computing and Internet of Things (IoT ) para-
digms [9].

Figure 10.2   Illustration of a decentralized architecture of distribution grid 
monitoring, operation, and control. Cloud and edge computing are 
examples that can be exploited along with MASE.
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10.2  Multiarea State Estimation

In conventional state estimators, the measured information is processed in a central-
ized manner. Given the dimension and natural subdivision of a distribution system 
into different feeders, the MASE approaches are an interesting solution to the scal-
ability problem [1, 2]. Right after the conception of state estimation, in the 1970s, 
the idea to operate the transmission systems with a decomposition into areas and 
in a decentralized manner emerged [10]. The main motivation was the presence of 
different operators for separate regions of the transmission systems. Another motiva-
tion was improvements for the computational efficiency of the estimators. This way, 
throughout the years, several estimators were proposed using the concept of decom-
position of the transmission systems into areas [11]. However, very few works dealt 
with the same problem of scalability regarding distribution systems [1, 2, 6, 8], 
despite the requirement and importance of the theme.

10.2.1  Terminology, definitions, and classifications of multiarea 
state estimators

Following the presentation of the formulation of state estimation in power systems, 
this section presents the main concepts related to MASE. The multiarea state estima-
tor corresponds to the efficient application of state estimation procedures in large- 
scale power systems, seeking computational performance gains (processing time, 
memory allocation, and processing capacity), by exploring the fact that measure-
ments are obtained from a wide area spread across the electrical network [11]. The 
basic approach of such an estimation process consists of the separation of the power 
systems into subareas, in which a local state estimation (LSE) is formulated for the 
internal nodes of such subareas and with a special treatment for frontier regions 
(boundaries of each area). Different architectures of MASE perform the state esti-
mation process separately for each area, and the results refine the estimation of the 
frontier nodes. This section presents the nomenclature, definitions, classifications, 
and characteristics proposed for MASE [11]. Such concepts are important to any 
practical implementation that aims at large- scale applications.

Initially, let’s consider a power system comprised of A  connected subareas. Let 
us denote as  Sk   the set of nodes that belong to the  k  - th area and  S   the set of nodes of 
the whole power system. Initially, it is possible to define

 
S =

A[
k=1

Sk
  

(10.1)

According to the level of overlapping among areas, the MASE can be classified as 
the following, as illustrated in Figure 10.3:

1. MASE without overlapping areas: different areas do not present any nodes or 
branches in common;

2. MASE with overlapping nodes: adjacent areas share a common node in a single 
level of interconnection (only the nodes at the boundaries);
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3. MASE with extended overlapping nodes: adjacent areas share more than one 
common node in multiple levels of interconnection (more nodes besides the 
ones at the boundaries);

Thus, depending on the level of overlapping the state variables vector in each 
area may be composed of:

 •  xik  : state variables associated with the internal nodes of each area  k  ;
 •  xbk  : state variables associated with the boundary nodes of each area  k  ;
 •  xnk  : state variables associated with the internal nodes of adjacent areas to the 

area  k   (areas with extended overlapping zones).

Besides, the measurement vector can be devised for each area as:

 •  zik  : internal measurements, that relate internal state variables  xik   and boundary 
state variables  xbk  ;

 •  zbk  : boundary measurements, that relate boundary state variables  xbk  , as well as 
the state variables of extended overlapping zones  xnk  .

The measurement model for the centralized state estimation can be rewritten 
for each area  k   separately according to the equations below, decomposing internal 
measurements and boundary measurements [12]:

 

zik = hik(xik, xbk) + "ik k = 1, ....,A
zbk = hbk(xbk, xnk) + "bk k = 1, ....,A   

(10.2)

From a numerical optimization perspective, the MASE can be seen as a particu-
lar application of decomposition techniques [12–14]. With the above measurement 
model, the state estimation problem can be formulated to minimize the weighted 

Figure 10.3  Different types of overlapping zones among different areas in MASE
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least squares (WLS) criterion, as previously described. Thereby, the MASE can be 
formulated as the following constrained optimization problem for the above mea-
surement model [12]:

 

min J(x) =
1
2
rTb .R

�1
b .rb +

1
2

AX
k=1

rTik.R
�1
ik .rik

s.a. rb � zb + hb(x) = 0   

(10.3)

where the subscript  b  represents the boundary measurements for all subareas of the 
electrical network with the respective weighting matrix  R

�1
b   (inverse of boundary 

measurement error covariance matrix),  rik = zik � hik(xik)  is the internal measure-
ments residual for each area  k   and respective weighting matrix  R

�1
ik  . Although it has 

been presented as a constrained problem, it can also be written as an unconstrained 
problem.

The MASE problem consists of separating the above objective function into two 
parts: one related to the internal measurements (the local estimation process) and 
the second related to boundary measurements (the coordination process). Different 
methods have been proposed to solve the MASE problem, as presented in Ref. [11]. 
They rely on the traditional state estimation WLS criterion at the local estimation 
process, as well as in the coordination process. Some approaches apply heuristics 
to simplify the optimality conditions of the problem. Also, there are methods based 
on equality constraints among adjacent areas that are solved by variations of the 
Lagrangean method and other nonlinear programming frameworks [14].

Regarding the developed architectures, an important characteristic is a possi-
bility to interchange information among different areas during the MASE process. 
As a consequence, the architectures are mostly related to the computer architecture 
implemented. They can be separated into two main categories [11]:

1. MASE with hierarchical architectures: a local estimation process is per-
formed in each area independently, followed by a centralized coordination pro-
cess that synchronizes and coordinates different local estimations;

2. MASE with distributed architectures: in this case, there is no centralized 
coordination, and the local processes are performed considering an exchange 
of information in neighbor areas. The coordination among areas is usually per-
formed by substituting boundary state variables with the latest estimated values, 
thus it is a relaxed version of the centralized estimation problem.

Regarding the coordination among local estimations, the hierarchical MASE 
can be divided into [11]:

 • Coordination at the state estimation level: local estimators provide the final 
converged solution from their respective areas to the central coordination. 
Whenever only on coordination exchange process is performed, this methodol-
ogy provides suboptimal estimates. However, this approach requires less adap-
tations to traditional centralized state estimators;
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 • Coordination at the iteration level: local estimators provide information for 
the centralized coordination step at each iteration of the local convergence 
process. The estimations are coordinated at each iteration, enabling faster con-
vergence to the optimal solution of the state estimator. This approach requires 
more adaptations to the core algorithms of traditional centralized state estima-
tors and demands faster communication among local estimators and the central 
coordinator;

 • Hybrid coordination: consists of a balanced option among the two previous 
processes, where at some amount of iterations the local estimations are pro-
vided for the central coordinator.

Another important aspect of any MASE is the synchronization among mea-
surements and processes, especially for distributed architectures. Measurement 
synchronization is important since the updating rate of the Supervisory, Control 
and Data Acquisition (SCADA) systems may present a large range, and, in some 
cases, even fail to communicate. This problem can be countered by accepting some 
level of suboptimality or by improving the communication and redundancy of the 
SCADA system. Besides, the incorporation of synchronized phasor measurements 
requires special treatment across the different areas during the estimation process 
[11]. Regarding the estimation process synchronization, it comprises the updating 
rate and availability of information among adjacent areas, or among areas and the 
central coordinator. In general, the central or the decentralized processes use the 
latest available information from adjacent areas or assume some standby time to 
receive missing information.

10.2.2  Hierarchical architecture
This section presents the MASE hierarchical architecture comprised of two stages:

1. First stage (local): local solutions are obtained for each area, neglecting totally 
or partially information and constraints from neighboring areas;

2. Second stage (coordination): coordination of local solutions by a central proces-
sor to consider the interaction among different areas, neglected in the first stage.

As previously mentioned, in the first stage, an LSE problem, for each area  k  , is 
solved independently according to the respective measurement model of each area:

 zik = hik(xik, xbk) + �ik   (10.4)

The measurement vector, and consequently the nonlinear measurement model  h(.),  
is also composed of considering the boundaries of each area and the approach for 
decomposing the network. This way, in some cases the boundary measurements can 
be neglected, due to the lack of information about adjacent areas in the local estima-
tion. Once the local estimation processes converge, the local state variables,  xik  , are 
obtained together with the respective state covariance matrix:

 Cov(Oxik) = G�1
ik = (HT

ikR
�1
ik Hik)�1

  (10.5)
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where  Hik   is the Jacobian matrix of  hik(xik) .
The second stage of the hierarchical estimator consists of the coordination pro-

cess among different local estimations. It depends on the level of overlapping among 
areas and the amount of available information exchanged with the central processor. 
The state vector in this coordination stage, denoted by  xc , is composed of the state 
variables at all boundaries  xbk   and by a set of coordination variables for the local 
reference voltage angles, denoted by  uk  :

 
xc =

 
xbk
uk

!
k = 1, ....,A

  
(10.6)

While the measurement vector includes two components:

 
zc =

 
Oxbk

zbk

!

  
(10.7)

where  Oxbk  are the local estimates for the boundary state variables  xbk  , and  zbk   are the 
boundary measurements, previously neglected in the local estimation stage. If the 
decomposition has overlapping nodes, the state vector is composed of the bound-
ary nodes and the extended boundary nodes of the overlapping areas. This later 
approach often improves the optimality of the solution; however, it relies on a larger 
exchange of information among areas [15].

Thereby, the measurement model in the coordination stage is composed of a set 
of nonlinear equations and a complementary set of linear equations:

 zbk = hbk(xbk, uk) + ezbk k = 1, ....,A  (10.8)

 Oxbk = xbk � Buk + exbk   (10.9)

where the elements of the matrix B  are equal to zero for the elements referred to 
as the voltage magnitudes and ones for the elements referred to as the phase angle 
components.

In the above measurement model, the covariance matrix of the vector of bound-
ary measuremet error  ezbk   is assumed as known (as for the conventional state esti-
mator) and the covariance matrix of the vector of boundary state variables error  exbk   
can be obtained previously or by employing the results of the local estimation in the 
local state covariance matrix  Cov(Oxik) . The state estimate of the above measurement 
model is obtained by the WLS method, resulting in the boundary states and the coor-
dination vector for the different areas [15].

Once the coordination stage comprises the exchange of information between 
each of the local areas and a central processor, the application of hierarchical MASE 
requires a communication infrastructure between each of the local areas and the 
central processor. This can also be applied in centralized monitoring, where all 
measured information is gathered at the same operation center, and the state esti-
mation solution decomposes the network to employ parallel computing and obtain 
a significant gain in computational performance. Regarding distribution systems, 
this later goal is very interesting for current monitoring architectures, where the 
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network model of the primary feeders is already available at the operation center and 
the challenge is to include several LV secondary networks monitored by advanced 
metering. Once again, the communication requirements must be taken into account 
since it can introduce additional latency in the estimation process due to measure-
ment gathering or exchange of boundary information.

10.2.3  Distributed architecture
In the distributed architecture there is an absence of a central processor to perform 
the coordination stage. In this case, there is a constant exchange of information 
among adjacent areas to complement and coordinate the local estimates. Each area 
has a local estimation process, similar to the previously described, with its respec-
tive internal measurements. However, the boundary measurements are related to 
state variables of the adjacent area  j , according to:

 zbk = hbk(xik, xbk, xbj) + e(zbk)  (10.10)

The above measurement model is associated with a WLS estimator at each area  k,  and 
the state variables of adjacent boundaries  xbj  are substituted by the latest available esti-
mation  Oxbj , exchanged among adjacent areas through a communication channel. This 
approach consists of a relaxation of the original MASE formulation, basically based on 
a distributed implementation of local estimations. Typically, it may take more iterations 
to converge than the hierarchical approach since many adjacent communication must 
be performed among the areas, while in the hierarchical approach, such information is 
processed altogether [15].

The distributed approach is often associated with widespread local control-
lers instead of a single operation center. Similar to the hierarchical architecture, 
the distributed approach relies on a communication infrastructure connecting differ-
ent areas. It has also been used in transmission systems, where different operators 
are responsible for different areas of the system. However, the need for integration 
among different utilities limits the possibility of exchanging information. Regarding 
distribution systems, such limitation is not often the case since the networks are 
often under the responsibility of a single utility. However, the growing interest on 
microgrid architectures, which can operate independently with local controllers, has 
increased the interest on distributed approaches.

10.3  MASE for distribution systems

10.3.1  Two-step method with branch current estimator
The multiarea estimator that will be presented in this section is a fast two- step 
approach coordinated at the state estimation level, which can be implemented with 
a fully distributed architecture. The aim of this approach is to enhance the estima-
tion accuracy achievable through the local estimators while reducing as much as 
possible the data exchange and communication required for the coordination of the 
inter- area harmonization process (i.e. the process leading to the refinement of the 
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local estimation outputs with information coming from different areas). The pro-
posed solution generally provides suboptimal estimation results, but, as it will be 
shown in Section 10.4.1, in specific cases it is possible to benefit from the topologi-
cal characteristics of distribution systems and to obtain results very close to those of 
a centralized estimator running on the whole grid.

The devised approach builds upon some design options that are key for the 
applicability of the proposed method and some other settings that can be recom-
mended for achieving the best possible estimation results. In particular:

 • The grid must be partitioned into areas with minimum overlapping, as this is at 
the base of the designed harmonization process; as a result, each area shares its 
boundary nodes with one or more neighboring areas; to maximize the benefits 
associated with the partition of the state estimation problem, the different areas 
should possibly have a similar number of nodes;

 • Each of the areas in which the grid is partitioned must be observable; pseudo- 
measurements may be also employed to reach observability, as typically done 
at the distribution level; having local observability is an essential requirement 
for applying the presented method and it additionally provides robustness to the 
multiarea approach since the estimation results obtained locally would be avail-
able also in case of problems in the execution of the harmonization step (e.g. 
due to issues in the communication with the neighboring areas);

 • No constraints exist for the placement of the meters, which in principle can be 
installed at any point of the grid; however, meters measuring the voltage at the 
boundary nodes and the currents (or powers) of the converging branches allow 
maximizing the accuracy performance of the proposed approach. This aspect 
may be also considered for defining the grid partition accordingly;

 • While the proposed method could be potentially implemented also with a hier-
archical set- up, adopting a distributed architecture is strongly recommended; 
the reason for this is that a decentralized solution allows not only distributing 
the processing tasks but also distributing the burden associated with commu-
nication (e.g. for the coordination of the harmonization step) and data storage 
(e.g. for grid data, pseudo- measurements, historical measurements, estimation 
results).

Given the above settings, the proposed multiarea approach consists of two 
WLS steps, the first one to carry out local estimations and the second one to refine 
the estimation results [8]. In particular, the second step allows for improving the 
first- step results by integrating into the estimation process, for each area, the esti-
mation of the voltages at the shared buses provided by the neighboring areas. As 
mentioned before, both the first and second steps are based on a WLS formulation. 
More details on the design of the first and second steps, and on some mathematical 
considerations relevant to the design of the harmonization process, are provided in 
the following.
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10.3.1.1  First-step design
The first step of the proposed multiarea approach aims at performing local esti-
mations in each area by using locally available measurements. For this purpose, a 
branch current- based WLS estimator is adopted [16]. This formulation uses branch 
currents expressed in rectangular coordinates as state variables. In addition, the volt-
age at an arbitrary reference node is also added to the state vector to have a complete 
description of the grid state. This gives the possibility to compute all the electrical 
quantities of the network starting from the estimated variables. Referring, for the 
sake of simplicity, to an equivalent single- phase formulation (the three- phase model 
can be easily derived as an extension of the single- phase case), the state vector is 
expressed as

 x = [Vref,re,Vref,im, I1,re, ..., Inbr,re, I1,im, ..., Inbr,im]
T

  (10.11)

where  Vref,re  and  Vref,im  are the real and imaginary parts of the voltage at the chosen 
reference node, whereas  Ik,re  and  Ik,im  are the currents (the real and imaginary parts, 
respectively) at the k- th of the  nbr  branches of the grid, for k = 1, ..., nbr. The expres-
sion of the state vector in (10.11) is compliant with the possible presence of PMUs 
in the measurement system. In case no PMU measurements are available, the phase 
angle  �ref   of the voltage at the reference node must be defined a priori (it is com-
monly set equal to  0ı  in the single- phase framework) and the imaginary voltage can 
be consequently removed from the state vector as it can be automatically derived 
from the estimation of the other voltage variable.

An iterative WLS algorithm is used for the estimation of the above variables 
during the local estimation process. The branch current estimator is composed of 
three main operations, which are performed at each iteration of the WLS procedure.

1. Conversion of power measurements into equivalent current measurements: this 
is done to linearize the power measurements and to simplify the computation of 
measurement functions and, thus, of the Jacobian in the WLS; the conversion of 
each power measurement into the corresponding current phasor measurement is 
done via the following relationship:

 
Ire + jIim =

P � Vre + Q � Vim

V2
+ j

P � Vim � Q � Vre

V2   
(10.12)

where P  and  Q  are the active and reactive power, respectively, and  V  ,  Vre,  
and  Vim  are, respectively, the magnitude, real, and imaginary parts of the voltage 
at the bus where the power is measured. The adopted convention in the power 
direction defines the current convention.

2. Solution of the normal equations of the WLS, namely:

 G � �x = HTW � [z � h(x)]  (10.13)
where z  is the vector of input measurements,  h(x)  is the vector of measure-

ment functions linking measurements to state variables,  W   is the weighting 
matrix computed as the inverse of the covariance matrix of the measurement 
errors, H   is the Jacobian of the measurement functions  h(x),   G = HTWH   is the 
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so- called gain matrix, and  �x  is the updating state vector used to refine the esti-
mation of the state variables at each iteration of the WLS.

3. Voltage computation via a forward sweep: this provides the estimation of all the 
voltages along the grid, which is necessary for the conversion of power mea-
surements into equivalent currents. The voltage at the i- th bus can be computed 
through the following equation:

 
Vi,re + jVi,im = Vref,re + jVref,im �

X
k2ƒi

Zk � (Ik,re + jIk,im)
  

(10.14)

where  Zk   is the impedance of the k- th branch (possibly with its sign changed 
if the branch current is in opposite direction with respect to the path direction 
between the reference bus and bus  i ) and  ƒi  is the set of branches in the path 
between the reference bus and the considered node i.
The iterative WLS procedure stops when a certain convergence criterion is met, 

which is usually when the infinity norm of the updating state vector is smaller than 
a chosen threshold. The branch currents and voltages obtained at the last iteration 
represent hence the final estimates of the first step. Among them, the estimation of 
the voltages at the boundary nodes has to be transmitted, together with the associ-
ated uncertainties, to the neighboring areas for the second- step execution. The last 
task within the first- step estimation process is thus the computation of the voltage 
uncertainties. For this purpose, the covariance matrix  ROx  of the estimates in the state 
vector is first computed through the inverse of the gain matrix. Then, the covariance 
matrix  R OVre OVim  of the voltage estimates is computed by applying the following for-
mula for the propagation of the uncertainties:

 R OVre OVim
= HVreVim � ROx � HT

VreVim  (10.15)

where  HVreVim  is the Jacobian of the measurement functions  hVre(x)  and  hVim(x)  
linking the rectangular bus voltages to the WLS state variables, according to (10.14). 
Following this process, the standard uncertainty of the boundary bus voltage esti-
mates can be eventually extracted from the covariance matrix  R OVre OVim .

10.3.1.2   Analysis of first-step voltage estimates
The design of the harmonization process performed in the second step of the multi-
area estimator stems from the analysis of the voltage estimation results, which is 
presented in the following. For the sake of simplicity, let us consider a linearized 
and complex- valued version of the WLS problem where state variables and meas-
urements are expressed with their complex values. In this case, the WLS solution 
can be written as:

 G � x = HTW � z  (10.16)

Separating, in all the matrices and vectors, the components related to voltages and 
currents, equation (10.16) can be rewritten as:
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"
GV,V GV,I

GI,V GI,I

#"
PVref

PI

#
=

"
HV,V HV,I

HI,V HI,I

#T "
WV 0
0 WI

#"
zV
zI

#

  
(10.17)

In the above equation, for each matrix, vector, or scalar, the subscripts indicate the 
quantities with which they are coupled. For the measurement vector z, note that the 
division in voltage and current subvectors takes into account the fact that powers are 
converted into equivalent current measurements.

Let us focus now on the first of the equation blocks resulting from the relation-
ship in (10.17). From the matrix products it is possible to find:

 GV,V � PVref + GV,I � PI = HT
V,V � WV � zV + HT

I,V � WI � zI   (10.18)

Accordingly, it is possible to express the estimation of the voltage at the reference 
bus as:

 PVref = G�1
V,V(H

T
V,V � WV � zV + HT

I,V � WI � zI � GV,I � PI)  (10.19)

Looking at the derivatives in the Jacobian and at the resulting entries in the gain 
matrix, it is possible to find:

 
GV,V =

nVX
i=1

wVi
  

(10.20)

 
HT
V,V � WV � zV =

nVX
i=1

wVi � zVi
  

(10.21)

 HT
I,V � WI � zI = 0  (10.22)

 
GV,I � PI =

nbrX
k=1

�Zk � PIk �
X
i2‰k

wVi = �

nVX
i=1

wVi �
X
k2ƒi

Zk � PIk
  

(10.23)

where  nV   is the total number of voltage measurements and  ‰k   is the set of voltage 
measurements that have the branch  k   in the path between the reference bus and the 
node where the voltage is measured.

Given the above results, the estimation of the voltage at the reference bus can 
be thus expressed as:

 
PVref =

PnV
i=1 wVi � (zVi +

P
k2ƒi Zk � PIk)PnV

i=1 wVi   
(10.24)

In (10.24), it can be observed that, for each voltage measurement  i , the term between 
parenthesis at the numerator corresponds to a voltage measurement shifted to the 
reference bus by means of the voltage drops in the branches between the same refer-
ence bus and the voltage measurement point. For each voltage measurement  i , it is 
thus possible to define a corresponding voltage measurement shifted to the reference 
bus as follows:

 
zV�

i
= zVi +

X
k2ƒi

Zk � PIk
  (10.25)
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Substituting these newly defined voltage measurements in the expression (10.24), 
the estimation of voltage at the reference bus eventually becomes:

 
PVref =

PnV
i=1 wVi � z�

ViPnV
i=1 wVi   

(10.26)

Regardless of the impossibility to calculate (10.25) (the current estimates are 
unknown at the beginning of the estimation process), equation (10.26) shows that a 
bus voltage estimation is equal to the weighted average of the voltage measurements 
shifted into this bus. It is worth noting also that this holds for the voltage estimation 
at any node of the grid since the used branch current estimator model does not put 
any constraint on the selection of the reference bus.

For the design of the harmonization process, the information about the voltage 
estimate has to come together with the associated uncertainty. For a weighted aver-
age with the aforementioned assumptions on the weights, the resulting variance can 
be found to be equal to:

 
�2
Vref �

1PnV
i=1 wVi   

(10.27)

The result in (10.27) is an approximation of the actual uncertainty of the voltage 
estimate since it neglects the uncertainty of the current estimates used for comput-
ing (10.25). However, this is an acceptable approximation in most of the practical 
scenarios since the uncertainties associated with the voltage drops are usually very 
small and almost negligible with respect to the measurement standard uncertainties 
 �Vi  [17].

10.3.1.3  Impact of shared measurements on the harmonization 
process

To analyze the outcome of integrating the estimation results of different areas,  
let us now suppose to have a grid divided into  nA  areas. Without loss of generality, 
let us suppose that all the areas share the same bus  s  and that they all use this shared 
node as their reference bus. Let us indicate with  nVj  the number of voltage measure-
ments that each area  j  has in buses other than the shared one. The total number of 
voltage measurements in the grid is thus:

 
nV =

nAX
j=1

nVj + nVs
  

(10.28)

where  nVs  is either one or zero depending on whether a voltage measurement is pres-
ent in the bus shared among all the areas or not.

When performing state estimation on the entire grid, equation (10.26) can be 
used to find the resulting voltage estimation on the reference bus:

 
PVs =

nVs � wVs � zVs +
PnA

j=1

PnVj
i=1 wVi( j) � z�

Vi( j)

nVs � wVs +
PnA

j=1

PnVj
i=1 wVi( j)   (10.29)
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where 
 
z�
Vi(j) 

 is the  i - th voltage measurement present in area  j  (shifted to the reference 
bus). The result in (10.29) is, ideally, the result to be reached also in the distributed 
version of the state estimation problem. Considering the partition in the  nA  areas, 
always using (10.26), it is possible to compute the following reference bus voltage 
estimation for each area  j :

 
PVs,j =

nVs � wVs � zVs +
PnVj

i=1 wVi( j) � z�
Vi( j)

nVs � wVs +
PnVj

i=1 wVi( j)   
(10.30)

Comparing (10.29) and (10.30), it is possible to see that the voltage estimated locally 
in each area  j  differs from the target one obtained in the full grid estimator since it 
involves only a subset of the voltage measurements globally available in the grid. 
Looking at the voltage estimation uncertainties, using (10.27), the variance of the 
voltage estimated by the full grid estimator is computed as:

 
� 2
Vs =

1
nVs � wVs +

PnA
j=1

PnVj
i=1 wVi( j)   

(10.31)

whereas the one achievable by the local estimator on the area  j  is:

 
� 2

Vs,j
=

1
nVs � wVs +

PnVj
i=1 wVi( j)   

(10.32)

Comparing (10.31) and (10.32), it can be observed that the local estimation process 
has degradation of the accuracy performance due to the lower number of considered 
voltage measurements.

Let us now consider a harmonization process, done in a second step, where each 
area  j  receives the voltage estimated at the shared bus by the other  nA � 1  areas. 
Given the findings obtained until now, the harmonization step can be designed as a 
process to update the voltage estimation at the shared bus via a weighted average of 
the voltages  PVs,j  estimated locally. Using the shared bus estimates found in (10.30) 
as voltage inputs and the inverse of the variance in (10.32) as weight, applying 
(10.26) eventually leads to:

 
PVs =

PnA
j=1 ��2

Vs,j
PVs,jPnA

j=1 ��2
Vs,j

=
nA � nVs � wVs � zVs +

PnA
j=1

PnVj
i=1 wVi( j) � z�

Vi( j)

nA � nVs � wVs +
PnA

j=1

PnVj
i=1 wVi( j)   

(10.33)

The comparison between (10.33) and the full grid estimation result in (10.29) high-
lights the impact brought by the possible presence of measurements at the shared 
bus. When no measurements are available at the shared bus,  nVs  is equal to 0; in 
this case, the results obtained via the harmonization process perfectly match the 
estimation obtained by a full grid estimator. Instead, when a measurement is pres-
ent at the shared bus,  nVs  is equal to 1; in this case, the shared measurement brings 
a bias in the final estimation obtained with the harmonization process due to the 
fact that it is considered  nA  times instead of one. This effect, however, can be easily 
compensated. This can be done by considering as additional input for the weighted 



254 Power distribution system state estimation

average in (10.33) the shared measurement and by assigning to it a weight equal to 
 (1 � nA) � wVs .

The example here reported considers a simplified scenario where all the areas 
have a bus in common that is used as the overlapping bus. However, similar findings 
can be found also when neighboring areas share different overlapping buses. In this 
case, to avoid biased estimation results, each area should compensate for the effects 
of measurements at the shared buses by introducing, as input to the second- step 
WLS, each of the measurements at the shared bus, with their weight multiplied by a 
factor equal to  1 � n  (where  n  is the number of areas sharing that measurement). It 
is worth noting that the same strategy can be applied also if more than one voltage 
measurement is present at a shared bus (in this case, each measurement at a shared 
bus has to be introduced in the second step with the above- mentioned weight).

10.3.1.4  Second-step design
The second step of the MASE process aims at improving the voltage estimation 
results by integrating the estimates of neighboring areas. In particular, the second 
step focuses on the refinement of the voltage estimation since the current estimates 
do not have much margin for improvement (with respect to the first- step estimation 
results), above all when measurements are placed into the shared boundary nodes 
[6]. Its design builds upon the considerations of the voltage estimation results and 
the impact brought by measurements placed at the shared nodes presented in the 
previous section. Based on those findings, for each area  j , the second step consists 
of a second WLS that uses as input:

 • the reference bus voltage estimated locally at the first step;
 • the voltage estimates at the shared nodes provided by the neighboring areas, 

shifted to the local reference bus by means of (10.25);
 • the voltage measurements at the shared nodes, if present, also shifted to the 

local reference bus by means of (10.25).

The second step to refine the reference bus voltage at area  j  can, therefore, be 
written as the following linear WLS:

 HT
2 � W2 � H2 � PV(2)ref = HT

2 � W2 � z(2)  (10.34)

where  
PV(2)ref   is the voltage at the reference bus computed via this second step, the 

Jacobian H2 is, in this case, simply a column vector of ones, whereas the input vector 
 z(2)  and the weighting matrix W2 are:

 z(2) = [ PVref,j, PV�
s,� , z

�
Vs1

, ..., z�
Vsns

]T   (10.35)
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W2 =

2
66666664

wVref,j 0 0 ... 0
0 WVs,� 0 0
0 0 (1 � n�1 ) � wVs1

0

0 0 0
. . . 0

0 0 0 (1 � n�ns ) � wVsns

3
77777775

  

(10.36)

where  
PV�
s,�  is the vector of voltage estimates of the shared bus provided by the set �  

of all the neighboring areas and shifted to the local reference bus;  z
�
Vsk   is the voltage 

measurement (when present) at the  k  - th node shared by the considered area  j ,with 

 n�k   neighboring areas, for k = 1, ..., ns(shifted to the reference bus);  WVs,�  is a diago-
nal submatrix with the weights associated with the voltage estimates received from 
the neighboring areas; and, finally,  wVsk   is the weight associated with the voltage 
measurement at the shared bus  k  . Through the application of (10.34), the following 
second- step voltage estimation can be found:

 

PV(2)
ref,j =

wVref,j � PVref,j +
P

l2� wVs,l � PV�
s,l +

Pns
k=1(1 � n�k ) � nVsk

� wVsk
� z�

Vsk

wVref,j +
P

l2� wVs,l +
Pns

k=1(1 � n�k )nVsk
� wVsk

=

Pns
k=1 nVsk

� wVsk
� z�

Vsk
+
P

l2�

PnVl
i=1 wVi(l) � z�

Vi(l)
+
PnVj

i=1 wVi(j) � z�
Vi(j)Pns

k=1 nVsk
� wVsk

+
P

l2�

PnVl
i=1 wVi(l) +

PnVj
i=1 wVi(j)   

(10.37)

where ns is the number of shared nodes for the considered area. The computed vari-
ance of this estimated voltage becomes:

 

� 2

V(2)ref,j
=

1
wVref,j +

P
l2� wVs,l +

Pns
k=1(1 � n�k )nVsk

� wVsk

=
1Pns

k=1 nVsk
� wVsk

+
P

l2�

PnVl
i=1 wVi(l) +

PnVj
i=1 wVi(j)   

(10.38)

Once the voltage at the reference bus is refined by means of (10.34), the complete 
profile of the voltages in the considered area can be updated through the forward 
sweep calculation in (10.14), using the newly estimated voltage at the reference 
bus and the branch current estimates obtained in the first step of the MASE process. 
The first- step branch currents and the refined voltage profile obtained through this 
second step represent thus the final estimation result of this two- step multiarea pro-
cedure. Equations (10.37) and (10.38) show that the estimated voltage and result-
ing uncertainty improve due to the integration of the voltage measurements coming 
from the neigbouring areas. In general, this methodology does not allow achieving 
the same results as the estimator running on the full grid since only a subset �  of the 
existing areas will be adjacent to the considered area  j  (therefore, only the benefits 
associated with the measurements available in those neighboring areas can be intro-
duced). At the same time, however, this procedure allows for improving the results 
obtained through the first- step local estimation, while entailing only a minimum 
level of communication and data exchange.
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10.3.2  Bayesian inference method with nodal voltage estimator
The Bayesian reasoning for multiarea power system state estimation extends the 
concept of the state vector as a random variable, in the sense that a set of possible 
state values may occur in the network given the measured observations and prior 
knowledge about the system. Estimation then becomes performing inference on the 
probabilistic model of the posterior distribution instead of seeking a fixed set of state 
values that yields the maximum likelihood. The proposed Bayesian Spatial Fusion 
comprises two stages, as a hierarchical approach:

1. Local Estimation Step: an independent estimation step is performed for each 
area, employing internal latest boundary state variables and extended boundary 
state variables available;

2. Coordination Step: a central processor gathers boundary information from local 
estimation and updates them to achieve consensual values among adjacent areas.

In the local estimation step, the proposed spatial fusion extends the probabilistic 
model for each local area by including a prior distribution for the state variables, as 
the following:

 xik = xpik + !
p
ik   (10.39)

 xbk = xpbk + !
p
bk   (10.40)

 xnk = xpnk + !
p
nk   (10.41)

 zik = hik(xik, xbk, xnk) + ei  (10.42)

where  x
p
ik  ,  x

p
bk  , and  x

p
nk   are the expected values of the prior distribution assumed 

for the internal boundary and extended boundary state variables, along with a ran-
dom component to represent state variations  !

p
ik  ,  !

p
bk  , and  !

p
nk  , respectively. Note 

that separate priors are given for the internal variables, the boundary variables, and 
the extended boundary variables, to accommodate a reduced set of information 
exchange among areas, only the boundary and extended state variables and their 
priors are exchanged.

Applying the Bayes’ Theorem yields the posterior distribution for each local 
area:

 
fX|Z(xik, xbk, xnk|zik) =

fZ|X(zik|xik, xbk, xnk)fX(xik, xbk, xnk)
fZ(zik)   

(10.43)

where  fX|Z(xik, xbk, xnk|zik)  is the conditional probability function of the state given 
the measurements in each local area,  fZ|X(zik|xik, xbk, xnk)  is the likelihood function 
of the local area according to the measurement model,  fX(xik, xbk, xnk)  is the prior 
distribution in the hierarchical model, and  fZ(zik)  is the measurements probability 
of occurrence, a constant value that scales the posterior probability function and is 
often neglected.

The estimation process in each area is triggered as soon as the respective mea-
surements become available, or if there is an update on the boundary state variables. 
It updates the state by a maximum a posteriori (MAP) estimation given in (10.44). 
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The estimation result for the boundary of each area is then used as the prior distribu-
tion in the coordination step, a Bayesian hierarchical model [18].

 
Oxk = argmax

x
fX|Z(xik, xbk, xnk | zik)

  (10.44)

In this formulation, both boundary and extended boundary states are updated in the 
local estimation steps. Such estimation results are then exchanged with a central 
processor, that performs spatial fusion with the locally estimated boundary variables 
and boundary measurements neglected in the local stage. The essence of this coordi-
nation step is to obtain a probabilistic consensus for the boundary variables among 
the local areas, searching for coherent values among adjacent areas that are updated 
in the next local estimation executions as new prior knowledge.

The coordination stage also extends the boundary measurement vector to 
accommodate a prior distribution for the boundary and extended boundary vari-
ables, as the following:

 xb = xp�1
bk + !

p�1
bk   (10.45)

 xb = xp�1
nk + !

p�1
nk   (10.46)

 zb = hb(xb) + eb  (10.47)

where  x
p�1
bk   and  x

p�1
nk   are the expected values and associated random characteristics 

 !
p�1
bk   and  !

p�1
nk   of the prior distribution, for the boundary and extended boundary 

state variables obtained in the previous local estimation execution ( p � 1 ), and  xb  is 
the boundary state vector for all areas. Note that the extended boundaries obtained in 
the local estimations are also included but in this case, modeled as relations regard-
ing the boundary state variables. This introduces the results obtained by adjacent 
areas in the search for coherent values for the boundary states, as complementary 
prior information.

The coordination step yields a common boundary state vector for all different 
areas. Such common boundary values are then exchanged back to the local areas to 
update their internal state variables using the latest boundary state variables avail-
able. Therefore, the coordination step is iterative, in the sense that, in each itera-
tion boundary information keeps being exchanged between local areas as new local 
updates are provided. The coordinaiton step stops when the boundary state vari-
ables update is reduced below a numerical tolerance (the convergence criterion). 
Figure 10.4 illustrates the probabilistic model employed. Details about the state esti-
mation solution in the local and coordination steps are described in the following 
subsections.

10.3.2.1  Local estimation step
The local estimation step provides the state vector of each area  k   composed of 
 xk = (xik, xbk, xnk) . A conjugate- Gaussian prior model is assumed for the state vari-
ables, to accommodate prior knowledge while maintaining computational tractabil-
ity. This assumption is a simplification of the real behavior of the state variables, 
but fair enough since the multiarea formulation is a decomposition of an original 
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Gaussian process estimation. Besides, the coordination step reduces the effects of 
such approximations since it updates iteratively the boundary state variables with 
the latest available information among different areas. The superscript  p  denotes the 
iteration of the coordination step that provides the prior information.

 Prior : xik � N (xp
ik,P

p
ik)  (10.48)

 xbk � N (xpbk,P
p
bk)  (10.49)

 xnk � N (xpnk,P
p
nk)  (10.50)

 Likelihood : zik | xik, xbk, xnk � N (hik(xik, xbk, xnk), Rik)  (10.51)

where  P
p
ik  ,  P

p
bk  , and  P

p
nk   are the state covariance matrices from the prior knowledge 

at each area, also updated in the coordination step, and  Rik   is the measurement cova-
riance matrix for each area.

The prior knowledge in this local estimation can be represented by the following 
prior state vector and prior state covariance matrix, with each prior expected value 
and respective covariance from the above model:

 

xp
k = [xpik xpbk xpnk]T

Pp
k =

0
BB@
Pp

ik 0 0
0 Pp

bk 0
0 0 Pp

nk

1
CCA

  

(10.52)

By assuming a Gaussian conjugate model for the priors and likelihood function, the 
following MAP estimation is obtained by the Bayes’ Theorem, formulated as an 
unconstrained minimization problem:

 Oxk = min
x
(zik � hik(xk))TR�1

ik (zik � hik(xk)) + (xk � xpk)T(P
p
k)�1(xk � xpk)  (10.53)

A nonlinear optimization algorithm, the modified Newton method with a backtrack-
ing algorithm for the step length ˛ , provides the local estimates, with an iterative 
update of the state variables, according to the following equations:

Figure 10.4   Probabilistic representation of the proposed multiarea distribution 
system state estimation. Prior information is included to 
complement local observability and also to coordinate the boundary 
state variables in adjacent areas.
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 xit+1
k = xit

k + ˛�xit
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where H   is the Jacobian matrix of  hik(xk)  evaluated at each iteration  it  point  x
it
k  . The 

algorithm is iterative until convergence is met according to a numerical tolerance 
( tol = 1.0E�5 ), with  |�xit

k |1 � tol .
An orthogonal formulation improves numerical conditioning and computational 

performance in each local estimation step [19, 20], with the following factorization.
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The iterative solution then becomes:
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Besides, exploring the above optimization model yields the advantage of the pro-
posed multiarea method, the ability to include prior knowledge to compensate for 
the lack of local observability. The demonstration is straightforward by exploring 
the rank of the matrix being factorized [21]. Thus, if complete prior knowledge is 
given about the state variables, that is  P

p
k > 0  and full rank, it is possible to perform 

separate and independent local estimation steps disregarding the full observability 
in the decomposition, as shown in (10.58) the posterior covariance will also be full 
rank and positive definite. It is noteworthy that, if the full network is not observable, 
then the prior knowledge will be the sole information to provide knowledge about 
the local state variables. This shows the importance of the coordination step, which 
updates the boundary information in order to include real- time information from 
adjacent areas into such nonobservable areas.

 HTR�1
ik H + (Ppk)

�1 > 0  (10.58)

After convergence, the boundary and extended boundary state variables are 
exchanged with the central processor. Both the estimated values and posterior vari-
ance are shared with the central coordination, as the following:

 xpbk = Oxbk   (10.59)

 xpnk = Oxnk   (10.60)
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h
(HTR�1

ik H + (Ppk)
�1)�1

i
bk   (10.61)

 
Ppnk =

h
(HTR�1

ik H + (Ppk)
�1)�1

i
nk   (10.62)

For the boundary covariance matrices above, only the respective elements (rows and 
columns) relative to the boundary and extended boundary state variables are consid-
ered, represented as a submatrix with the subscripts  bk and nk.
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Prior knowledge may be constructed in a noninformative way, such as assigning 
large variances (low weights) to a standard operational condition (or a flat start situa-
tion). It can also be based on informative knowledge, from previous operational con-
ditions, from load calculations, or sampled from typical load behavior, with tuned 
variances to represent a flexible uncertainty about the state. For this implementation 
of the Bayesian MASE, a noninformative priorwas assumed based on a flat voltage 
profile, whose boundary state variables values are updated by the coordination step.

The works in Refs. [21, 22] employ a similar perspective to deal with the mea-
surement at different timestamps, an additional challenge in distribution networks, 
while here the measurements are assumed aligned in time (as typically employed in 
state estimation). This is done to evaluate the isolated effects of the decomposition 
solely.

10.3.2.2  Coordination step
The local estimation step results in the state variables of each area, and values for 
their own boundaries that are shared along with the central processor. The coordina-
tion step processes these local boundaries information in order to provide common 
and coherent boundary values among adjacent areas.

The solution of the coordination is obtained by employing the remaining bound-
ary measurements along with the boundary and extended boundary state variables 
estimated in the local areas. The coordination state vector comprises the full set of 
boundary variables. The goal of this step is to obtain coherent values among adja-
cent areas that will be exchanged back again to each local area.

As performed in the local areas, the coordination step also employs a conjugate- 
Gaussian prior model for the boundary state variables. In this case, the state vec-
tor comprises  xb = [xb1, xb2, ..., xbA]T  , the boundary values among all areas. And 
the prior knowledge is arranged as the following, using the local estimation results 
exchanged, from both the boundary and extended boundary obtained in each area:
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The coordination step is also comprised of a MAP estimate, given by the following 
optimization problem:

 

Oxb = min
x
(zb � hb(xb))TR�1

b (zb � hb(xb)) + (xb � xp�1
bk )T(Pp�1

bk )�1(xb � xp�1
bk )

+(xb � xp�1
nk )T(Pp�1

nk )�1(xb � xp�1
nk )   

(10.65)

A nonlinear optimization algorithm, the modified Newton method with a backtrack-
ing algorithm for the step length ˛ , then provides the local estimates, with an itera-
tive update of the state variables, according to the following equations:
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 xit+1
k = xit

k + ˛�xit
k   (10.67)

In this case, H   is the Jacobian matrix of the boundary measurement model  hb(xb) .
If any measurement is left to be processed in the coordination step the above 

problem becomes linear, only the updated prior knowledge among different areas is 
considered in the above equations, and the boundary state variables are obtained in 
a single iteration. This is accomplished by the extended boundary approach, where 
boundary measurements can be included in each local estimation since the state vec-
tor is extended one node deep into adjacent areas.

Another aspect that can be exploited is a hierarchical weighting during the coor-
dination step, increasing the prior weights (reducing the variance) in a top- down 
approach, or from areas that are observable. This way is possible to reinforce the 
values obtained for the boundary state variables at the first and highest voltage levels 
when compared with prior values from the medium voltage (MV) levels and then to 
the secondary voltage levels, that is, from the substation to the LV nodes.

Finally, the boundary state vector is exchanged back to the local estimation 
steps. Different strategies to trigger the coordination step may also be employed, 
such as waiting for local convergence or by a predefined number of local itera-
tions. This exchange is performed after local convergence is achieved. Distributed 
approaches may apply this strategy, by updating boundary variables and performing 
the coordination step according to communication latency and data volume con-
straints, but further exploration is required to define the best exchange strategies 
according to practical constraints (communication bandwidth, refresh rate, data vol-
ume, etc.).

10.4  Application examples of MASE for distribution systems

10.4.1  Example I: Two-step multiarea DSSE
In this section, some examples of the results achievable by means of the two- step 
multiarea state estimator described in Section 10.3.1 will be presented. Tests have 
been performed in two different distribution grids to underline the performance with 
different topologies and to highlight the scenarios where the proposed estimator can 
reach accuracy performance similar to those of a centralized estimator.
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10.4.1.1  Tests on IEEE 123-bus grid
The IEEE 123- bus grid is an unbalanced three- phase distribution grid often used to 
test algorithms in the distribution system scenario [23]. For the purposes of the tests 
here presented, the grid has been simplified by removing the voltage regulators and 
the nodes have been renumbered (for the sake of clarity branch indexes correspond 
to the arrival node index, i.e. the maximum of each pair, decremented by one). The 
two- step multiarea approach has been tested by partitioning the overall grid in four 
different areas, as shown in Figure 10.5. All the areas share one node with the neigh-
boring areas thus creating a partition with minimum overlapping.

To evaluate the estimator’s performance, a first test has been carried out by con-
sidering a minimal measurement configuration composed of PMUs only at the sub-
station (bus 1) and at the overlapping nodes (buses 20 and 69). PMUs are supposed 
to measure the bus voltage and the currents of all the converging branches. Tests 
have been performed using the results of a power flow calculation as true reference 
values, from which measurements are then extracted. For the PMU, as an example, 
normally distributed errors with an expanded uncertainty (coverage factor 3) equal 
to  0.7%  and to 0.7 crad have been considered for the magnitude and phase angle  
measurements, respectively, so that the total vector error is below  1% . Pseudo- 
measurements are also used to obtain the observability of the grid. These have been 
considered to have normally distributed errors with expanded uncertainty (coverage 
factor 3) equal to  50% . The results presented in the following compare the accuracy 
performance of the proposed two- step MASE approach to the performance of the 
integrated state estimator (ISE) running on the entire grid and to the results given 

Figure 10.5  IEEE 123- bus distribution grid
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by the LSE at the first step of the MASE approach. The accuracy of the different 
estimators is evaluated statistically via a Monte Carlo procedure, using simulations 
with 5 000 iterations. Expanded uncertainty (with coverage factor 3) is used as the 
performance index. Moreover, the mean estimation error has been also monitored 
in all the tests, proving the proposed MASE provides unbiased estimation results 
(since this result holds for all the tests presented in the following, this is not explic-
itly remarked again for each test).

Figure 10.6 shows the results obtained for the estimation of the voltage mag-
nitude at phase A of the grid (similar considerations hold for all the three phases of 
the system, therefore, in the following, phase A will be always taken as a reference 
to discuss the results). The ISE exhibits a quite flat profile of uncertainty of the esti-
mated voltage magnitude, with uncertainty levels lower than the starting uncertainty 
of the PMU, as it is possible to expect due to the effect brought by the multiple volt-
age measurements in the grid [17]. It is possible to note also that the obtained level 
of uncertainty is coherent with the value that can be calculated via (10.27).

When distributing the state estimation process in the created areas, different 
results are obtained and degradation of the accuracy performance would be expe-
rienced if only the local estimators were run. Area A is the only one that does not 
exhibit any accuracy degradation through the LSE: the reason for this is that this 
portion of the grid contains all the measurements available in the grid. For the other 
areas, instead, the LSE provides a clearly worse estimation accuracy. The appli-
cation of the proposed harmonization procedure at the second step of the MASE 
is, however, able to refine the estimation results also for these areas. Thanks to 
the MASE second step, in this scenario, all the areas are able to achieve the same 
accuracy performance as the ISE. Indeed, thanks to the information provided by the 
neighboring area A, all the areas can incorporate in their estimation the effects of all 
the three measurements available in the grid.

Figure 10.6   Expanded uncertainty of the estimated voltage magnitudes with 
measurements at the shared nodes
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Analogous results are obtained also for the estimation of the voltage phase 
angles, as shown in Figure 10.7. As it can be observed, not only the trends are 
similar to those seen in Figure 10.6 for the voltage magnitude estimation but also 
the numerical values of the uncertainty are similar. These levels of uncertainty 
are coherent with the approximated uncertainty that can be obtained by applying 
(10.27). The similarity in the numerical values is due to the analogous values of 
starting uncertainty in the PMU (the assumed expanded uncertainty is  0.7%  for the 
magnitude measurements and  0.7  crad for the phase angles).

One of the characteristics of the proposed MASE is to focus the second- step 
harmonization efforts only on the voltage estimation. For the current estimation, 
the same results obtained in the first step are kept as the final result also after the 
second step. This choice is justified for two main reasons. First of all, it has been 
proven that current estimations are mostly affected by measurements of current or 
power, which, however, only exhibit a local impact [24]. Contrarily to the voltage 
estimations, where the presence of each voltage measurement has a global effect on 
the accuracy of all the estimated voltages, the accuracy of the current estimations 
mainly depends on the accuracy of nearby current and power measurements, if any. 
Moreover, in the designed scenario, measurements are placed at the shared bound-
ary nodes. The local impact of current measurements leads in this case to almost 
decouple the estimation of the branch currents of different areas. In other words, 
measurements available in the neighboring areas have practically no effect on the 
estimation results of the considered area. These considerations are proven by look-
ing at the results in Figure 10.8. It can be observed in fact that the LSE is already 
able to achieve the same accuracy performance as the ISE, due to the decoupling 
effect of the measurements placed at the boundary nodes. Measurements external 
to each area thus do not bring any significant effect on the estimation of the local 
branch currents. Such results confirm that it is possible to avoid further processing 

Figure 10.7   Expanded uncertainty of the estimated voltage phase angles with 
measurements at the shared nodes
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of the current estimations at the second step of the multiarea process and justify the 
adopted voltage shifts.

To further analyze the accuracy performance of the proposed MASE, the sec-
ond series of tests has been performed by considering an upgraded measurement 
configuration, with additional PMUs placed at nodes 27, 54, 78, and 99. As in the 
previous case, the additional PMUs measure the bus voltage and the current of all 
the converging branches. Same uncertainty characteristics have been also consid-
ered. Figure 10.9 shows the results of uncertainty for the estimated voltage magni-
tude. Comparing the results with those previously shown in Figure 10.6, it is first 
of all possible to notice that the ISE has in this case a lower level of estimation 
uncertainty. This is clearly an effect of the larger number of voltage measurements 

Figure 10.8   Expanded uncertainty of the estimated current magnitudes with 
measurements at the shared nodes

Figure 10.9   Expanded uncertainty of the estimated voltage magnitudes with 
upgraded measurement configuration
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available in the grid, which is also coherent with the results that can be predicted by 
looking at (10.27).

Also, the LSE results are clearly improved with respect to the previous test 
scenario. Again, also in this case, the level of uncertainty is related to the number of 
voltage measurements that each area has locally. In particular, area A has the best 
LSE voltage estimation accuracy because it contains four voltage measurements (at 
nodes 1, 20, 54, and 69), whereas areas B, C, and D exhibit similar LSE accuracy 
performance since they all have two local voltage measurements (at nodes 20 and 27 
for area B, at nodes 69 and 78 for area C, and at nodes 69 and 99 for area D).

The application of the second step of the MASE allows appreciating the improve-
ments that can be achieved via the designed voltage harmonization procedure. Recalling 
the analytical results in (10.37) and (10.38) and the related considerations in Section 
10.3.1.4, it is possible to see how the uncertainty of the MASE voltage estimation 
depends on the number of voltage measurements that can be introduced from the neigh-
boring areas via the harmonization step. In particular, area A is able to reach the same 
results as the ISE since it is adjacent to all the other areas and, as a result, it can integrate 
the effects of all the measurements in the grid. Unlike area A, area B is adjacent only to 
area A and, as a consequence, it can incorporate the beneficial effects of only five volt-
age measurements (measurements at buses 1, 54, and 69 in addition to those already 
present locally at buses 20 and 27). Areas C and D can finally benefit from the measure-
ments present in areas A, C, and D, for a total of six voltage measurements. As visible 
in Figure 10.9, the performance of the estimator in these two areas is indeed similar 
between them and better than area B. Both, however, are not able to reach the same per-
formance as the ISE since one of the measurements (at bus 27, in area B) cannot be taken 
into account in the second- step procedure. Results analogous to those just presented are 
obtained also for voltage phase angle estimations. The same considerations as those 
reported for the previous test scenario (namely, same results for ISE, LSE, and MASE) 
are still valid also for the branch current estimations.

10.4.1.2  Tests on typical Italian distribution grid
To complement the results discussed until now, additional tests have been performed 
using a typical Italian MV distribution grid, as shown in Figure 10.10. This grid is 
composed of several feeders departing from the primary substation and this rep-
resents a topology that can be found quite often in European distribution grids. A 
logical solution to partition the grid, in this case, is to split it according to the already 
available division in feeders. The first bus of the grid can be used as an overlapping 
node and it is, therefore, a bus shared by all the feeders (areas) of the grid. This test 
case thus reflects perfectly the scenario described in Section 10.3.1.3, where all the 
areas were supposed to share the same overlapping bus.

Tests have been performed in this scenario considering PMUs placed at nodes 1, 
10, 14, 32, 44, 67, 87, 97, and 101. Similar to the previous series of tests, PMUs have 
been assumed to measure the voltage at the bus and the current at all the converg-
ing branches. The uncertainties considered for synchronized phasor magnitude and 
phase angle measurements are  0.7%  and  0.7  crad, respectively.
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Figure 10.11 shows the results of voltage magnitude expanded uncertainty 
obtained in this scenario. Similar to the previous test case, the LSE results lead to 
an important degradation of the accuracy performance. In particular, it is possible 
to observe that the different feeders exhibit varying levels of uncertainty, which 
depend on the number of voltage measurements available locally in the feeder. 
Results are significantly improved when applying the second step of the MASE pro-
cedure. Moreover, as visible in Figure 10.11, in this scenario, the MASE is able to 

Figure 10.11   Expanded uncertainty of the estimated voltage magnitudes in an 
Italian distribution grid

Figure 10.10  Example of Italian distribution grid from Atlantide project



268 Power distribution system state estimation

reach the same accuracy performance as the ISE. In fact, each feeder sees the other 
ones as neighboring areas due to the fact that they all share the same overlapping 
bus. As described in Section 10.3.1.3, this hence allows integrating the beneficial 
effects of all the voltage measurements of the grid through the MASE second step.

Similar results (not presented here for the sake of brevity) are also obtained for 
the uncertainty of the voltage phase angle estimates. Overall, this test case, which is 
based on a topological scenario very common in MV and LV distribution grids, can 
be thus effectively handled via the proposed MASE approach without compromis-
ing the estimation accuracy performance. The proposed MASE hence allows easily 
distributing the state estimation process among the different feeders and, with this 
type of distribution grid, it provides accuracy performance comparable to those of 
the ISE, while requiring only two steps and a limited amount of communication and 
data exchange.

10.4.2  Example II: Bayesian inference multiarea DSSE
In this section, some examples with the two- step multiarea state estimator described 
in Section 10.3.2 will be presented. The simulation results illustrate the idea of spa-
tial fusion in a network comprising high- voltage primary feeders and LV circuits. 
The simulation results also illustrate the impact of computational performance on 
a large- scale distribution system with more than 260,000 three- phase unbalanced 
nodes.

10.4.2.1  Performance evaluation
The performance simulations were carried out with the IEEE US LV (IEEE342) test 
system. It consists of an LV urban network with high reliability composed of spot 
loads in 408 V and a meshed LV network in 208 V, with a grounded Wye connection. 
Eight primary feeders in 13.2 kV comprise the MV system in the Delta connection. 
Finally, the 230/13.2 kV substation with two delta- connected transformers and a 
small portion of the subtransmission are represented. The network model and refer-
ence load flow scenario are available in Ref. [25].

The following metering system was considered during the simulations: high- 
voltage substation and subtransmission lines with active and reactive power flows 
and voltage magnitude SCADA measurements in all terminals ; primary network 
with active and reactive power flow and voltage magnitude SCADA measurement 
only at the feeder’s bay; LV networks with active and reactive power injection and 
voltage magnitude obtained from smart meters. The full network also presents sev-
eral virtual measurements representing nodes without loads, that is, nodes with zero 
active and reactive power injections, with a very low standard deviation (assumed 
as 1.0 E- 7). Table 10.1 presents the amount of measurements considered in each 
part of the distribution system, where each metering device provides the respective 
electrical quantities in each phase (phase ABC).

Regarding the area decomposition, a level- based approach was devised in this 
simulation. This way the 230/13.2 kV substation and subtransmission lines corre-
spond to a particular area; each MV feeder corresponds to a separate area, with eight 
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total areas for the primary network in 13.2 kV; and each spot load in the 408 V LV 
networks corresponds to an individual area, and the meshed 208 V LV network 
is divided into four areas. The boundaries of the different areas are defined by the 
power transformers in the network, with a total of 21 areas. Figures 10.12 and 10.13 
present an illustration of the area decomposition in each part of the distribution 
system.

To demonstrate the solution to the MASE problem with the proposed hierarchi-
cal approach, Figure 10.14 presents the estimation error for all state variables of the 

Table 10.1   Metering system location and total amount per location in the 
distribution system (each presenting the respective three- phase 
information)

Sources of 
information

Three- phase electrical 
quantities

Substation Primary 
network

LV network

SCADA Active and reactive power 
flow

14 8 –

Active and reactive power 
injections

1 0 –

Voltage magnitudes 5 8 –
Virtual measurements Active and reactive power 

injection (zero injection)
6 131 68

Smart meters Active and reactive power 
injection and voltage 
magnitude

– – 104

Figure 10.12   Decomposition of the high- voltage substation and MV feeders in 
the IEEE US LV test feeder [25]
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network (voltage magnitude and phase angle) compared with the estimated results 
from the centralized approach.

Regarding the accuracy of the estimation process, the hierarchical approach car-
ries an additional bias, reducing its accuracy, due to the fact it does not use all the 
information at once. This bias consists of a trade- off between accuracy and compu-
tational performance to achieve scalability and must be taken into account depend-
ing on the requirements for each final application. Still, such level of accuracy is 

Figure 10.13   Decomposition of the LV circuits in the IEEE US LV test feeder 
[25]

Figure 10.14   Estimation performance for the state variables (voltage magnitude 
and phase angles) of the IEEE US LV system, with the centralized 
and the multiarea approaches
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adequate for many real- time applications for the distribution system operator (DSO), 
especially in critical scenarios such as aiding service restoration procedures [26, 27].

Nonetheless, the results demonstrate a feasible solution to perform inference 
about the state using a probabilistic approach for the decomposition, rather than 
relying solely on optimization principles. In this sense, the bias also reflects a rela-
tion between prior and likelihood in the spatial decomposition. The prior knowl-
edge, in this case, is built in an almost noninformative manner, by only updating the 
boundaries. Better priors could also help to reduce the effects of such bias. Another 
important aspect is the fact that the likelihood incorporates nonlinear models, which 
essentially results in non- Gaussian distributions. Thus, the approximation from the 
conjugate model may also induce such bias.

The estimation error was also evaluated for the loads at the secondary LV net-
works (active and reactive power injections) and for the active and reactive power 
flows at the MV/LV transformers (13.2/0.48 and 13.2/0.208 kV). To clarify the 
impact of estimated electrical quantities on the network, Figure 10.15 presents the 
estimation error, mean absolute percentage error, for the loads in all phases and 
nodes of the system. Figure 10.16 presents the estimation error, mean absolute per-
centage error, for the MV/LV transformers’ power flows.

Both centralized and MASE approach presented similar accuracy for the load 
estimation, around 1.5% of accuracy, a consonant improvement on the initial 
assumed precision for the smart meters (5%). A similar result is also observed for 

Figure 10.15   Estimation performance for the power injections (active and 
reactive loads) of the IEEE US LV system, with the centralized and 
the multiarea approaches

Figure 10.16   Estimation performance for the active and reactive power flow 
at the MV/LV transformers of the IEEE US LV system, with the 
centralized and the multiarea approaches
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the power transformers but, in this case, with an increase in their relative precision 
of power flow estimation when compared with the accuracy of the loads. This is 
essentially related to the fact that the uncertainty of many loads is redundantly con-
sidered altogether for the calculation of the power flows on the MV/LV transformers 
of the meshed network. For the case of spot loads, such accuracy increase is not that 
expressive since only the uncertainty of a single load monitored by the respective 
smart meter provides the information regarding the transformers’ loading. This is an 
advantage of properly representing each individual load instead of directly aggre-
gating them as loads in the primary feeders, which may not consider such effect 
properly depending on the aggregation strategy.

It is noteworthy that the smart meters were allocated only at the consumer units 
(loads) and that the MV/LV transformers are not monitored by any sensors. Besides, 
different indicators regarding the operational condition of the network, such as 
power losses, voltage unbalance, voltage drop, equipment loading, among others, 
were also estimated with similar precision.

10.4.2.2  Scalability and computational aspects
To evaluate scalability with practically sized distribution networks, the proposed 
MASE was applied in a real distribution system of a Brazilian utility. The pilot 
region comprises an extension of 33 cities under the responsibility of a single central 
operator. The region comprises almost 1 million inhabitants and an area of more 
than 12 000 km 2  in the south of Brazil, as illustrated in Figure 10.17. The size of 
the region was chosen to capture the spatial location of both types of feeders since 
the majority of the 34.5 kV spread across different cities in long urban and rural net-
works. All feeders are represented according to their unbalanced and asymmetrical 
characteristics. Box 10.1 illustrates some quantification of this test system under the 
supervision of a Brazilian utility.

Figure 10.17   Extended large- scale distribution network in Brazil. The 
distribution networks comprise 35 feeders in 34.5 kV (orange) and 
241 feeders in 13.8 kV (gray), in 48 substations (green).
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Table 10.2  Length and asymmetry on MV distribution feeders

Voltage level Phase A Phase B Phase C Phases 
AB

Phases 
BC

Phase 
CA

Phases ABC

13.8 kV Total length 
(km)

0.40 0.12 – 41.62 2 260.83 86.40 6 740.35

Percentage 0.004 0.001 0.000 0.456 24.763 0.946 73.829
34.5 kV Total length 

(km)
314.82 513.64 440.66 – 0.48 5.85 871.37

Percentage 14.664 23.926 20.526 0.000 0.022 0.272 40.589

Initially, Figure 10.18 presents the convergence rate of the local estimations, 
showing a boxplot of the reduction in the state variable changes in all 276 feeders 
per iteration. It illustrates a quadratic characteristic of convergence was obtained. 
This, however, was only possible due to the orthogonal formulation and the sparsity 
treatment employed. Sparsity treatments and special ordering are also employed to 

Box 10.1 An example of the large scale in a Brazilian 
distribution system
The large- scale distribution system state estimation is mainly related to the num-
ber of variables rather than the number of measurements, which typically are 
very few in distribution systems. The amount of measurements is on a growing 
trend with the deployment of smart meters. However, this will also increase even 
further the scale since both MV and LV will be a part of the model.

To further illustrate the scale and the asymmetry of distribution networks, a 
few more details are provided about the network in Figure 10.17 . The distribu-
tion system comprises 48 substations, with 35 primary feeders in 34.5 kV and 
241 primary feeders in 13.8 kV. The system comprises more than 260,000 nodes. 
Table 10.2 shows the total length of distribution circuits per phase and voltage 
level of this system. The 34.5 kV presents a diverse set of connection in this case 
since it also comprises some rural areas, while the majority of urban areas con-
centrate on a three- phase MV network. Table 10.3 provides information about 
the MV/LV distribution transformers and respective phases, another indication 
of the system asymmetry and load unbalance.

Those values only illustrate the scalability requirement and provide a notion 
of the network model and computational burden under the responsibility of dis-
tribution operators. It is noteworthy that the full system under the responsibility 
of the utility encompasses an area even greater, with more than 11 million inhab-
itants, a total area of almost 200,000 km, almost 400 cities, and a total length of 
more than 200 000 km of distribution circuits. Thereby, the utility must encom-
pass such a scale framework into its energy management systems, spread into its 
five distribution operation centers.
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Table 10.3  Amount of MV/LV distribution transformers

Voltage level Phase 
A

Phase 
B

Phase 
C

Phases AB Phases 
BC

Phase 
AC

Phases 
ABC

13.8 kV Total length 
(km)

2 6 5 309 7 160 259 24 467

Percentage 0.01 0.02 0.02 0.96 22.23 0.80 75.97
34.5 kV Total length 

(km)
933 1 433 1 089 0 6 2 605

Percentage 22.94 35.23 26.77 0.00 0.15 0.05 14.87

Figure 10.18   Boxplot of iterations per each local estimation among the  
276 feeders

support the numerical stability and performance of the orthogonal formulation. The 
proper treatment of only nonzero elements, less than 5% in all feeders, increases 
computational performance since less operations are performed to solve the estima-
tion problem and also increases numerical stability since it reduces fill- ins during 
the factorization process.

Finally, the most important aspect of real- time applications at DSOs is the pro-
cessing time at such a large scale. Figure 10.19 presents the individual computational 
time for each local estimation performed. It also presents the total computational 
time after the coordination step evaluations. As it can be seen, less than 2 seconds (s) 
are required to perform local estimation. This level of computational performance is 
in accordance with the real- time requirements of energy management systems. The 
effects of parallel computing using a shared- memory paradigm with OpenMP were 
evaluated by increasing the number of parallel threads created (as a reference the  
i7- 9750H processor presents 6 physical processors, with hyper- threading enabled, 
with a total of 12 concurrent threads). In this case, it is noteworthy that a pure cen-
tralized version of the state estimator did not converge with the ill- conditioned and 
full system at once.

For comparison purposes, a backward/forward sweep method, with a similar 
implementation of routines and data structures, solves a load flow problem in this 
large- scale network in about 3 s (while maintaining less than 20 ms per feeder) [28]. 
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Figure 10.19   Individual local area is processing time for each of the 276 feeders 
and total computational time of the spatial fusion MASE using 
different amount of parallel threads. All feeders and systems are 
evaluated simultaneously, providing assessment for more than  
260,000 three- phase unbalanced nodes in a few seconds.

It is noteworthy that there is space for enhancements, such as employing optimized 
general- purpose computing routines, improving memory locality, object- oriented 
programming, and employing benchmark libraries. Regarding memory allocation, 
each local area requires a small amount, which tends to grow linearly.

10.5  Concluding remarks

Decomposition techniques are a straightforward method to deal with the entire dis-
tribution networks’ immense scale beyond the simple feeder basis analysis. The 
partitioning of a large scale distribution system may be given according to volt-
age levels, feeder basis, monitored area, control responsibility. Moreover, modeling 
the mutual effects of subsystems enables achieving an enhanced state estimation 
with reduced communication and computational cost. It can further support special-
ized algorithms according to each area and locally available information (such as 
dynamic and topology co- estimation).

The use of new technologies is also aligned with the issue of scalability and 
the multiarea perspective. As some examples, we can cite using big data for model 
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calibration, exploiting new computing architectures such as cloud and edge comput-
ing, and enabling new features by higher decentralization and connectivity with the 
IoT.

Specialized algorithms, such as the branch current estimator, have proven to 
provide higher performance when dealing with radial networks. Spatial data fusion 
also appears as a promising approach to tackle vast and wide- area systems, which 
can be further enhanced by including better quality prior information. There is an 
accuracy trade- off on such approaches, familiar to any multiarea method, resulting 
in an optimality gap compared with a centralized approach. The gap can be neg-
ligible, given that centralized approaches may be numerically infeasible or even 
sometimes cannot attain real- time computational requirements.

From a general perspective, multiarea approaches address multiple challenges. 
Not all might be of interest to every utility but must be taken into account in any 
scalable, practical implementation:

 • Scalability: As the complexity of the power grid increases, either due to extend-
ing the monitored network to lower voltage levels, to the presence of active 
distribution systems, or due to adding detailed models of new devices (such as 
power electronic devices), multiarea approaches remain on the technological 
pathway since parallel CPUs are available;

 • Privacy: If individual area operators do not want to exchange measurement 
or model information with neighbors or the central coordinator, this will not 
impact the implementation of a system- wide state estimator;

 • Independence of individual area State Estimators (SEs): It is noted that when 
implementing hierarchical MASE, individual area SEs can use different meth-
ods, i.e. they do not all have to use the WLS approach, any SE method will work 
and will not impact the overall implementation.

Finally, the incorporation of multiarea techniques has an important numerical 
facet to be considered since the scale associated with three- phase component models 
often results in severe ill- conditioning for distribution system analysis. These issues 
are discussed in other chapters through a more detailed analysis of branch current 
algorithms, orthogonal methods to improve numerical robustness along with the 
data fusion, and detailed models of distribution network components.

References

 [1] Primadianto A., Lu C.-N. ‘A review on distribution system state estimation’. 
IEEE Transactions on Power Systems. 2017, vol. 32(5), pp. 3875–83.

 [2] Ahmad F., Rasool A., Ozsoy E., Sekar R., Sabanovic A., Elitaş M. 
‘Distribution system state estimation:A step towards smart grid’. Renewable 
and Sustainable Energy Reviews. 2018, vol. 81(4), pp. 2659–71.

 [3] Garcia L.A., Grenard S. ‘Scalable distribution state estimation approach for 
distribution management systems’. 2nd IEEE PES International Conference 



Multiarea state estimation for distribution systems 277

and Exhibition onInnovative Smart Grid Technologies (ISGT Europe); 
248235, Manchester, Inglaterra; 2011. pp. 1–6.

 [4] Nusrat N., Irving M., Taylor G. ‘Development of distributed state estimation 
methods to enable smart distribution management systems’In: Proceedings of 
the 2011 IEEE International Symposium on Industrial Electronics, Gdansk, 
Poland, 27–30 June; 2011. pp. 1691–6.

 [5] Nusrat N., Lopatka P., Irving M.R., Taylor G.A., Salvini S., Wallom D.C.H. 
‘An overlapping zone- based state estimation method for distribution sys-
tems’. IEEE Transactions on Smart Grid. 2015, vol. 6(4), pp. 2126–33.

 [6] Muscas C., Pau M., Pegoraro P.A., Sulis S., Ponci F., Monti A. ‘Multiarea 
distribution system state estimation’. IEEE Transactions on Instrumentation 
and Measurement. 2015, vol. 64(5), pp. 1140–8.

 [7] Angioni A., Shang J., Ponci F., Monti A. ‘Real- time monitoring of distribu-
tion system based on state estimation’. IEEE Transactions on Instrumentation 
and Measurement. 2016, vol. 65(10), pp. 2234–43.

 [8] Pau M., Ponci F., Monti A., Sulis S., Muscas C., Pegoraro P.A. ‘An efficient 
and accurate solution for distribution system state estimation with multiar-
ea architecture’. IEEE Transactions on Instrumentation and Measurement. 
2017, vol. 66(5), pp. 910–9.

 [9] Pau M., Patti E., Barbierato L., et al. ‘Design and accuracy analysis of 
multilevel state estimation based on smart metering infrastructure’. IEEE 
Transactions on Instrumentation and Measurement. 2019, vol. 68(11), pp. 
4300–12.

 [10] Cutsem T., Ribbens- Pavella M. ‘Critical survey of hierarchical methods for 
state estimation of electric power systems’. IEEE Transactions on Power 
Apparatus and Systems. 1983, vol. PAS- 102(10), pp. 3415–24.

 [11] Gómez- Expósito A., de la Villa Jaén A., Gómez- Quiles C., Rousseaux P., 
Van Cutsem T. ‘A taxonomy of multi- area state estimation methods’. Electric 
Power Systems Research. 2011, vol. 81(4), pp. 1060–9.

 [12] Korres G.N. ‘A distributed multiarea state estimation’. IEEE Transactions on 
Power Systems. 2011, vol. 26(1), pp. 73–84.

 [13] González X., Ramirez J.M., Marmolejo J.A., Caicedo G. ‘Methodology 
for multiarea state estimation solved by a decomposition method’. Electric 
Power Systems Research. 2015, vol. 123(1), pp. 92–9.

 [14] Conejo A.J., Castillo E., Minguez R., García- Bertrand R. Decomposition 
Techniques in Mathematical Programming: Engineering and Science 
Applications. Heidelberg: Springer Science & Business Media; 2006.

 [15] Gómez- Exposito A., Abur A., De La Villa Jaén A., Gomez- Quiles C. ‘A mul-
tilevel state estimation paradigm for smart grids’. Proceedings of the IEEE. 
2011, vol. 99(6), pp. 952–76.

 [16] Pau M., Pegoraro P.A., Sulis S. ‘Efficient branch- current- based distribu-
tion system state estimation including synchronized measurements’. IEEE 
Transactions on Instrumentation and Measurement. 2013, vol. 62(9), pp. 
2419–29.



278 Power distribution system state estimation

 [17]  Muscas C., Pau M., Pegoraro P.A., Sulis S. ‘Uncertainty of voltage profile 
in PMU- Based distribution system state estimation’. IEEE Transactions on 
Instrumentation and Measurement. 2016, vol. 65(5), pp. 988–98.

 [18] Congdon P. Bayesian Statistical Modelling. vol. 704. Chichester: John Wiley 
& Sons; 2007.

 [19]  Davis T.A. ‘Algorithm 915, Suitesparse QR: Multifrontal multithreaded 
rank- revealing sparse QR factorization’. ACM Transactions on Mathematical 
Software. 2011, vol. 38(1), pp. 1–22.

 [20] Hebling G.M., Massignan J.A.D., London Junior J.B.A., Camillo M.H.M. 
‘Sparse and numerically stable implementation of a distribution system state 
estimation based on multifrontal QR factorization’. Electric Power Systems 
Research. 2020, vol. 189(5), p. 106734.

 [21] Massignan J.A.D., London J.B.A., Bessani M., Maciel C.D., Fannucchi R.Z., 
Miranda V. ‘Bayesian inference approach for information fusion in distribu-
tion system state estimation’. IEEE Transactions on Smart Grid. 2022, vol. 
13(1), pp. 526–40.

 [22]  Massignan J.A.D., London J.B.A., Maciel C.D., Bessani M., Miranda V. 
‘PMUs and SCADA measurements in power system state estimation through 
Bayesian inference’. IEEE Milan PowerTech; Milan- Italy, 23- 27 Jun; 2019. 
pp. 1–6.

 [23] IEEE Test Feeder Specifications [online]. 2012. Available from http://ewh. 
ieee.org/soc/pes/dsacom/testfeeders/.

 [24] Pau M., Pegoraro P.A., Monti A., Muscas C., Ponci F., Sulis S. ‘Impact of 
current and power measurements on distribution system state estimation un-
certainty’. IEEE Transactions on Instrumentation and Measurement. 2019, 
vol. 68(10), pp. 3992–4002.

 [25] IEEE. IEEE PES Ieee pes distribution systems analysis subcommit-
tee radial test feeders [online]. 2018. Available from http://sites.ieee.org/ 
pes-testfeeders/.

 [26] Camillo M.H.M., Fanucchi R.Z., Romero M.E.V., et al. ‘Combining exhaus-
tive search and multi- objective evolutionary algorithm for service restoration 
in large- scale distribution systems’. Electric Power Systems Research. 2016, 
vol. 134(3), pp. 1–8.

 [27] Fanucchi R.Z., Bessani M., Camillo M.H.M., et al. ‘A multi- objective algo-
rithm to determine patrol sequences for out- of- service nodes in power dis-
tribution feeders’. Electric Power Systems Research. 2021, vol. 196(99), p. 
107198.

 [28] Massignan J.A.D., Pereira B.R., London J.B.A. ‘Load flow calculation with 
voltage regulators bidirectional mode and distributed generation’. IEEE 
Transactions on Power Systems. 2016, vol. 32(2), pp. 1–1577.



1Department of Electrical Engineering, National Sun Yat- sen University, Kaohsiung, Taiwan
2Department of Electrical Engineering, I- Shou University, Kaohsiung, Taiwan
3Department of Electrical and Computing Engineering, School of Engineering of São Carlos, University 
of São Paulo, São Paulo, Brazil

Chapter 11

Including synchronized and non- synchronized 
measurements with different sample rates in 

distribution system state estimation
Mohammed Ansar Mohammed Manaz 1, Yu- Jen Lin 2, Shao- 

Jie Wang 1, João Bosco Augusto London Junior 3, Julio 
Augusto Druzina Massignan 3, and Chan- Nan Lu 1

11.1  Introduction

The distribution system (DS) was considered a predictable, collectively managed 
system that needed little real- time interventions unless under emergency situations. 
As more distributed energy resources (DER), such as photovoltaics (PV), electric 
vehicles (EV), and distributed generators, are integrated, and actively participate 
in demand side management programs, the intermittent bus net- loads would cause 
power flows and feeder voltage profiles in the distribution network to become more 
diversified and unpredictable. To maintain the service quality, there is an urgent need 
for active monitoring of the grid in real- time and intervention by the operator when 
necessary.

Complex interactions among different functions in modern distribution net-
works have significantly changed the feeder load profiles, network configuration, 
and operation practice. To mitigate possible impacts of DER on the network security 
and power quality, smart grid initiatives have been deployed, which created new 
sources of data. Data gathered promptly at various information systems from intel-
ligent electronic devices (IEDs), automated feeder switches and voltage regulators, 
smart inverters of DER and phasor measurement units (PMUs) provide an opportu-
nity to enhance system situation awareness [1–6]. Through active monitoring sys-
tems, operators are not just seeking to improve network reliability and efficiency 
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but also maximize utilization of existing assets to accommodate DER integrations 
without compromising established operational restrictions [7–10].

A distribution system state estimation (DSSE)- based real- time network model 
is an essential instrument in the control and protection of distribution networks to 
meet the changes in technology, environment, and commerce. However, due to eco-
nomic and technical limitations, measurements cannot be independently utilized to 
estimate the complete DS states. Synergy among all types of sensor data can refine 
and achieve network models for analyses more promptly when needed. This chapter 
introduces techniques suitable for DSSE in presence of non- synchronized measure-
ments with different sampling rates.

11.2  Data sources for DSSE

Due to the inherent size and complexity of the DS, data from several sources in 
distribution management system (DMS) can be exploited to enable DSSE, such as,

1. Equipment connectivity status information from:
1. automated mapping and facility management (AM/FM) systems
2. geographic information system (GIS)
3. outage management systems (OMS)

2. Real- time voltage, current, and power flow measurements from:
1. distribution automation (DA),
2. fault detection, isolation and restoration (FDIR) devices,
3. SCADA systems,
4. IED
5. micro- phasor measurement units ( � PMU) if any.

3. Customer interval demands and DER output data from customer information 
system (CIS) and metre data management system (MDMS).

To implement DSSE in the control centre, interface functions are developed 
to convert ‘maps’ and attribute data from AM/FM/GIS environment to the opera-
tional database structure that supports DSSE and DS analyses. Feeder topology, 
parameters, and measurements required are gathered by data query tools searching 
through CIS, OMS(AM/FM/GIS), SCADA databases, and MDMS. To develop an 
efficient and seamless online model for conducting various operational and busi-
ness processes, a common information model (CIM) is important to address the 
data interoperability and facilitate data exchange. Data can be accessed by multiple 
utility applications through the CIM data layer that includes adapters for converting 
data into the CIM- compliant data definitions [1, 11].

An advanced DMS utilizes multiple data sources to monitor, control, and 
coordinate the DS operations. The interactions among various systems and data-
bases enabling the DMS functions are shown in Figure 11.1. Different metering 
devices and the respective databases are connected via a wide area network, and the 
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interactions between different but compatible systems are accomplished using inter- 
control centre protocol. The higher- level applications such as OMS and distribution 
mapping management system receive data from MDMS, transformer terminal unit 
(TTU) system, and fault indicator system databases through the enterprise network. 
The CIM facilitates the interaction between different management systems/data-
bases through enterprise service bus.

11.2.1   Measurement data used in DSSE
Unlike the transmission network state estimation, a distribution network without 
simplification contains numerous state variables to be determined. To ensure full 
observability, large amount of meter data is required; installing enough metering 
devices is economically and practically infeasible. To overcome this, three types 
of measurement are incorporated into DSSE: (1) real measurements, (2) pseudo- 
measurements, and (3) virtual measurements.

11.2.1.1  Real measurements
To perform DSSE, the measurements from Distribution automation system (DAS), 
SCADA, IED, Advanced Metering Infrastructure (AMI), and  � PMU can be used. 
Table 11.1 shows the data sources and measurement characteristics. For different 
operation purposes, each data source has its sampling rate: SCADA data are avail-
able every few seconds and some are reported by exception, AMI may report meas-
urements once every 15 minutes or inlonger time intervals, and  � PMU and IEDs 
have settable rates of 1–60 messages per second.

Each system may provide different sets of measurements: SCADA data may 
include bus voltages, branch currents, powers and switch status at a few feeder 

Figure 11.1  Data synergy in a power DS



Table 11.1  Data sources and measurement characteristics

Sources Attributes

Measurement types Sampling rates Data transfer delay Errors Data repository 
systems

SCADA P, Q, I, V magnitude Status change 
15- minute polling

3–30 seconds ADMS

DAS P, Q, I, V magnitude Status change 3–30 seconds ADMS
TTU P, Q, I, V magnitude 1 minute 5 minutes ±0.5% (I,V) ±1% (P,Q) TTU server
DREAMS (renewable 

inverters)
P, Q, I, V magnitude Status change 

15- minute polling
1–2 minutes DREAMS server

Smart metres (AMI) P, Q magnitude 15 minutes 1–2 hours ±0.5% AMI server
PMU V phasor, I phasor P, Q, 

PF, frequency
10–60 sample per 

second
40 ms ±1% Control centre

μPMU P,Q, PF, frequency, V 
phasor, I phasor

Up to 120 samples 
each second

20 ms ±0.05% (±0.01 degrees 
for phase angle)

Control centre
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locations, the AMI data include power consumption data at the customer locations, 
and  � PMU can provide magnitude and phase angle of bus voltages and other power 
measurement data.  � PMU installed in the medium and low voltage level of a DS 
can measure three- phase voltage phasors, current phasors, active power, reactive 
power, power factor, and frequency. The  � PMU can have a sampling rate of up to 
120 samples per second. It has an angle accuracy of ±0.01 degrees and amplitude 
accuracy of  ̇ 0.05% .

Smart meters are installed at the low voltage level of a DS. They can mea-
sure load profiles, such as root mean square value (RMS) of voltage, current, active 
power, reactive power, and power factor. In some cases, smart meters can also mea-
sure power quality data. The measurement accuracy of smart meters can be within 
 ̇ 0.5% . TTU is a device usually installed at the feeder of distribution transformers. 
TTU can measure RMS voltage, current, active power, reactive power, and power 
factor. It can also indicate when an abnormal event happened. The measurement 
accuracy of voltage and current is  ̇ 0.5% , and the measurement accuracy of active 
and reactive power is  ±1% .

11.2.1.2  Pseudo-measurements
Due to insufficient real measurements available, pseudo- measurements are crucial 
in most DSSE algorithms for complete observability. They are used to replicate bus 
power injection measurement data represented by Gaussian distributions with mean 
and standard deviation derived from load research and customer billing data. The 
pseudo- measurements are determined by considering customer class load curves. 
If the loads do not follow a Gaussian distribution, the Gaussian mixture model, a 
combination of several normal distributions, can be used to represent the load prob-
ability density function [12].

11.2.1.3  Virtual measurements
Virtual measurements are zero voltage drops in closed switching devices, zero 
power flows in open switching devices and zero bus injections at switching sta-
tions. Although the virtual measurements are highly reliable, assigning high weights 
to virtual measurements and low weights to pseudo- measurements may cause ill- 
condition in some DSSE algorithms [13, 14].

11.3  Temporal aspects of DSSE

The power system is a time- varying system, and its state variables exhibit stochas-
tic behaviour that responds to perturbations. In this way, as long as the traditional 
formulation of state estimation relies on static perspectives and snapshots to model 
power system behaviour, this is all the state estimation will be able to capture from 
the measured data, unrelated frames of a real movie. Therefore, it is necessary to 
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move the formulation of the state estimation from a single snapshot perspective 
towards time- variant stochastic and dynamic models.

The stochastic model for the state aims at capturing different possible values 
for the operating condition of the system. A set of state vectors defines this concept, 
each element related to a respective set of observations at the instant  t , during an 
observation window  �t .
 x = fxo, x1, ...., xt�1, xt, xt+1, ...., x�tg = xt |t2�t . (11.1)
This dynamic and temporal notion of the state variables emerge from different pos-
sible values that may occur during a sequence of observations from the measure-
ments. Such different values can be related to intrinsic component behaviour, such 
as stationary levels, volatility, trends, or to system’s transitions. Examples of such 
transitions can be described as the following [15]:

 • Systemic: due to sudden load variations, generation dispatch or controller actions
 • Structural: due to contingencies, switching operations, or changes in the network
 • Random: due to intermittency or failure
 • Induced: due to cyber- attacks or unsupervised switching

In state estimation formulations they are often conceptualized as anomalies, 
alongside with the possibility of bad data, with the goal of detecting and identifying 
the presence of drifts on the system or measurement behaviour. For instance, con-
tingencies, changes in the controller settings, stochastic load variation, generation 
intermittency, may result on different values for the state variables over time.

Regarding DS, some particularities also emerge related to the stochastic behaviour 
of such systems. Especially, due to the close connection to end consumers that increases 
the load volatility and the associated uncertainty. For instance, the load behaviour of a 
distribution feeder, a distribution transformer and a residential consumer present diverse 
temporal characteristics that impact the system assessment at each level.

Besides, new technologies related to decarbonization goals and the energy tran-
sition also change such stochastic behaviour. For instance, (i) distributed generation 
intermittency may increase sudden drifts on the state, (ii) the increase of EV may 
increase load volatility, (iii) new energy markets and demand response also can 
change load behaviour and finally (iv) energy storage devices and advanced control-
lers, such as from switched capacitors and transformers with on- load tap changers, 
may also cause abrupt transitions. As pointed in the previous section, the measure-
ments employed by the state estimators also carry different temporal scales, which 
will be sensitive to different levels and types of temporal events. Altogether, such 
new and complex environment demands more active monitoring of DS, considering 
temporal aspects into the estimation, in all levels of the networks, from low- voltage 
grids to primary feeders and substations, in a dynamic perspective.
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11.3.1   Dynamic state estimation concepts and introduction to 
Kalman filters

In a general perspective, the dynamic behaviour of a power system is represented by 
a continuous state- space model, which captures differential and algebraic relations 
among electrical quantities, formulated in (11.2). The analysis of two separate oper-
ating conditions results in different approaches for dynamic state estimation (DySE), 
the quasi- dynamic (or quasi- steady) and the transient analysis [16].

 

Py(t) = f
�
y(t), x(t), u(t), p

�

0 = g
�
y(t), x(t), u(t), p

�

umin � u(t) � umax

ymin � y(t) � ymax

xmin � x(t) � xmax

pmin � p � pmax

,

  

(11.2)

where,  y(t)  are the dynamic state variables,  x(t)  are the algebraic state variables, 
 u(t)  represent input variables,  p  is the set of parameters of the power system,  f(�)  
is a non- linear function, which represents the differential equations, that relates 
the dynamic response of the system, and  g(�)  is a non- linear function that repre-
sents algebraic relations among the variables. All the variables can be associated 
to bounds, represented by the  min  and  max  subscripts and respective inequalities, 
that represent physical limitations of the system variables and parameters.

The dissociation of the state vector into dynamic and algebraic state variables 
follows the idea of the two approaches for DySE. The variables involved are further 
exemplified in the following:

 • Algebraic variables  x : the variables that describe the electrical network and 
power flows, such as the nodal voltages and current phasors;

 • Dynamic variables  y : the variables that are related to the dynamic response 
of components, such as internal variables of generators and loads, and control 
architectures.

 • Input variables  u : the controlled variables of the system, such as controller set-
points and dispatched resources.

 • Parameters  p : fixed values that characterize different components of the power 
system, such as lines and transformers parameters.

In practice, a discrete- time state- space model is employed to describe the system 
behaviour along with its temporal relations, instead of a continuous formulation [16].

The approach focused on the transient behaviour focuses on dynamic variables, 
and the model in (11.2) can be rewritten as the following discrete, first- order, non- 
linear, state- space model in each instant  k   [16]:

 

yk = f(yk�1, xk�1, uk, p) + !k�1

zk = h(yk, xk, uk, p) + ek,   
(11.3)
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where  !k�1  is the process noise and  ek   is the measurement error, usually assumed 
as normally distributed random variables, with zero mean and known covariance 

Box 11.1 The family of Kalman Filters
The family of Kalman Filters: The linear Kalman Filter was initially proposed 
in the seminal work of Kalman in the 1960s [18]. Immediately, it became a new 
standard for control theory, successfully applied in aerospace systems, naviga-
tion, robotics, signal processing, power systems and many other scientific and 
industry applications. It describes a discrete linear system, such as the following 
state space:

 

xk = Fxk�1 + qk�1

zk = Hxk + ek,   (11.4)

where,  xk  and  xk�1  are the state variable at instant  k   and  k � 1,F   is the state 
transition matrix,  zk  is the measurement vector, H   is the linear measurement 
model matrix,  qk�1  is the process noise and is the measurement noise. The filter 
algorithm, in its state estimation perspective, comprises a two- step procedure:

Update step: comprises an a priori update of the state vector  xk|k�1  and asso-
ciated covariance matrix  Pk|k�1  by the following equations:

 

xk|k�1 = FOxk�1

Pk|k�1 = FPk�1FT + Qk�1  (11.5)

Estimation step: comprises an a posteriori estimation of the state vector  Oxk  and 
associated covariance matrix  Pk  by the following equations:

 

Kk = Pk|k�1HT(HPk|k�1HT + R)�1

Oxk = xk|k�1 + Kk(zk � Hxk|k�1)
Pk = Pk|k�1 � KkHPk|k�1,   (11.6)

where  Kk  is known as the Kalman gain. Different variations of the above basic 
formulation encompass a predictive and an estimation perspective, but the same 
fundamental concepts apply.

In the effort of surpassing many of the practical and theoretical challenges, 
different versions of the Kalman filter were proposed in the context of power 
systems, such as the linear Kalman filter [19], the extended Kalman filter (EKF) 
[20], the unscented Kalman filter (UKF) [21], the cubature Kalman filter [22], 
the ensemble Kalman filter [23], the H- infinite approach [24], polynomial- chaos 
approach [25], the maximum correntropy Kalman filter [15], adaptive Kalman 
filters [26], and many others. The literature is vast, and other scientific applica-
tions also present interesting contributions for the Kalman filter family.
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matrices  Qk   and  Rk  , respectively. The process noise and measurement error capture 
different sources of noise and error, communication failures, model approximations 
and discretization errors.

Conversely, the approach focused on the quasi- steady behaviour focuses on the 
algebraic variables, capturing the stochastic behaviour of the algebraic variables 
that arises between subsequent operating conditions,  xk   and  xk�1 . In this case, the 
model can also be written as a discrete, first- order, non- linear, state- space model in 
each instant  k  :

 

xk = f(xk�1, uk, p) + qk�1

zk = h(xk, uk, p) + ek,   
where  qk�1  is the process noise that now captures a stochastic characteristic of the 
algebraic state variables. The intrinsic difference between these two approaches lies 
mainly on the length of the observation window of interest. A detailed discussion 
about these models can be further explored in [16, 17].

The approaches for finding the estimated state variables are typically encom-
passed by the application of the Kalman filter family of state estimators. Box 11.1 
presents a brief introduction to the Kalman filter theory, and such concepts will be 
further explored in the following sections.

11.3.2   Dynamic, forecasting-aided and tracking state estimation
The previous definitions of state space encompass different types of state estimators 
for power systems, depending on the level, horizon and type of dynamic response 
of the system being captured (ranging from milliseconds to seconds and minutes). 
In this context, three main approaches regarding the process equation represent the 
state space under the perspective of DySE for power systems:

 • Tracking state estimation: this formulation assumes the previous instant as a 
good approximation for the current estimation step, by a direct relation from 
all state variables from a previous instant with the following. The tracking state 
estimation consists in the following discrete time- variant non- linear model:

 

xk = xk�1 + qk�1

zk = h(xk) + ek   
(11.7)

This is the case whenever true steady- state conditions are satisfied, or whenever 
state variations are assumed small enough. The algorithm leads to fewer modifica-
tions in static estimators, while obtaining significant gains in terms of accuracy. 
However, the approach is very susceptible to abrupt system changes and in the pres-
ence of trends, since it is a simplified forecasting model.

 • Forecasting- aided state estimation: this formulation introduces a forecasting 
stage to capture the temporal relations that may arise from algebraic variables in 
a linear model, employing regression and trends to predict future state variables. 
The formulation consists of the measurement model and a forecasting model 
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that relates the system’s state at different instants. In this sense, forecasting- 
aided state estimation is intended to describe ‘slow time evolution of the static- 
state, observed from multiple scans of measurements’ [27, 28]. The state- space 
model can be used with two different goals: to relate the current state to a previ-
ous one by the forecasting model or to predict the next state. The first approach 
can be written as the following discrete time- variant system:

 

xk = Fk�1xk�1 + gk�1 + qk�1

zk = h(xk) + ek   
(11.8)

The tracking state estimation is a simplified version of the forecasting- aided state 
estimation model, assuming an identity matrix as the state transition and neglecting 
trends. Different methods may be employed for estimating the transition matrix, 
such as the exponential smoothing, using Holt’s method, or different regression 
models according to learning algorithms. This approach typically captures smooth 
transitions; however, it is also highly affected by abrupt changes or systemic transi-
tion that drastically modify the stochastic behaviour of the system.

 • Dynamic state estimation: this formulation entails the internal variables of 
electrical machines and components, for instance, generator models along with 
their respective controllers, into the state estimation formulation. Also, the load 
dynamics may be incorporated in the model. Such variables are also called 
dynamic state variables  y . And also keep the algebraic state variables  x  of the 
electric power network (the complex nodal voltages). Thus, it consists of a set 
of discretized differential- algebraic equations that describe the fast transients 
along with the interconnected power network in a single estimation formulation:

 

yk = f(yk�1, xk�1) + !k�1

zk = h(yk, xk) + ek   
(11.9)

In this case, the solution method is obtained through numerical integration methods 
such as Runge–Kutta methods and Euler interpolation, or with Kalman filter formu-
lations in the discrete version of the state space. Often the stochastic aspects of the 
algebraic state variables are omitted in this type of formulation. More details about 
such type of formulation may be referred in [17].

11.4  Multistages state estimators based on quasi-dynamic 
techniques

Quasi- DySE techniques are employed when the state variables change exclusively 
due to slow changes in load/generation. The estimation process involves two stages: 
state update and state filtering. In the state update stage, the mean value of the state 
variables is predicted using time evolution model; and in the state filtering stage, the 
mean value of the state variables is corrected based on new measurements. Given 
an algebraic state vector x  comprising of bus voltage magnitudes and angles, and 
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Box 11.2 Holt’s 2- parameter model
Holt developed a model to predict the next sample in a data series  fy1, y2, ...., yk�1, ykg  
having a trend. The model is consisted of 3 equations,

 Forecast equation : yk+1 = ak + bk  (11.13)

 Level smoothing : ak = ˛yk + (1 � ˛)(ak�1 + bk�1)  (11.14)

 Trend smoothing : bk = ˇ(ak � ak�1) + (1 � ˇ)bk�1  (11.15)

 a0 = 0, b0 = 0,˛,ˇ 2 [0, 1]  are smoothing parameters. Rearranging these equa-
tions, we can write,

 yk+1 = Fkyk + gk  (11.16)

where,

 Fk = ˛(1 + ˇ)I   (11.17)

(I: Identity matrix having same number of rows as y)

 gk = (1 � ˛)(1 + ˇ)(ak�1 + bk�1) � ˇ ak�1 + (�ˇ)bk�1  (11.18)

a measurement vector z , the dynamics of the system can be modelled as a discrete 
time model [16], as in the forecasting- aided state estimation model in (11.8):

 xk = Fk�1xk�1 + gk�1 + qk�1,  (11.10)
 zk = h

�
xk
�
+ ek,  (11.11)

 x0 � (Nx0,R0), qk�1 � (0,Qk�1), ek � (0,Wk)  (11.12)
where the subscript  k   denotes the time. Matrix F  and vector  g  drive the time evolu-
tion of the states,  qk�1  is a white Gaussian noise vector of the prediction model at 
time  k � 1 . h is a non- linear function relating each measurement to state variables. 
 ek  is a white Gaussian noise vector of the measurements at time  k  .

State update
The time evolution of the state variables can be modelled based on the past observa-
tions. The  Fk�1  and  gk�1  can be computed using Holt’s two- parameter linear expo-
nential smoothing technique [21, 29] or using realistic state transition using network 
equations [30]. Holt’s method approximates  Fk�1  and  gk�1  by assigning decreasing 
weights to past observations (see Box 11.2).

The predicted state vector x ,

 xk = E[Fk�1xk�1 + gk�1 + qk�1],  (11.19)
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 xk = Fk�1E[xk�1] + gk�1,  (11.20)
 xk = Fk�1bxk�1 + gk�1,  (11.21)

 bxk�1  is the filtered state vector at the previous time instant. The a priori state covari-
ance matrix  R

-
k   is then updated.

 R-
k = Fk�1R-

k�1F
T
k�1 +Qk�1  (11.22)

As new measurement vectors are received, they are compared against the predicted 
measurements.

 zk=E
�
h
�
xk
�
+ ek

�
� h

�
xk
�
  (11.23)

The innovation (or new knowledge learned from the new measurements) is defined 
as the difference between the actual and predicted measurement vectors,
 �k = zk � zk  (11.24)
And the states filtering is performed to find the corrected state vector  Oxk  such that the 
sum of weighted squared deviations of the state vector ( bxk � xk  ) and measurement 
vector ( zk � zk  ) is minimized. The solution of this optimization is,

 bxk = xk +Kk� k,  (11.25)

where, the Kalman gain

 Kk = RkHT
k

�
Wk
��1,  (11.26)

and the a posteriori error covariance matrix

 Rk =
h�
R-

k

�-1+HT
k

�
Wk
��1Hk

i�1
.  (11.27)

The measurement Jacobian matrix  Hk   is computed in the neighbourhood of the pre-
dicted state vector  xk   at time  k   [31]. The EKF DySE procedure is illustrated in 
Figure 11.2.

State correction in UKF
In the EKF, the a posteriori error covariance matrix and Kalman gain are computed 
using the Jacobian of the measurement function h as in (11.6); however, this lineari-
zation can introduce some error. In UKF, this approximation is avoided by using 
the unscented transformation to approximate the mean and error covariance of the 
measurements (see equation (11.21)).

Incorporating measurements having different sampling rates
Measurements with different sampling rates and delays, as shown in Figure 11.3, 
can be used for state estimation in DMS. Assuming that the available measurements 
at 15- minute intervals satisfy the observability condition, a static weighted least 
square DSSE can be performed to find the system states. However, the measure-
ments received in subsequent time steps may not satisfy full system observability 
due to the limited number of devices sending measurements at high sampling rates. 



Including synchronized and non- synchronized measurements 291

Figure 11.2   EKF DySE procedure

Figure 11.3   Using measurements with different sampling rates for DSSE/DySE

The partial set of measurements received from  � PMU or IEDs at different inter-
vals may not guarantee full system observability at the snapshot but useful for state 
updates. DySE methods can be used to update the system states using the most 
recent measurements. EKF or UKF algorithms can be adopted in the DySE proce-
dure, as shown in Figure 11.3, to update the system states when only a partial set of 
measurements is received.
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Figure 11.4     Operations of a consensus DSSE using measurements with different 
sampling times

11.4.1   Limitations of Kalman filter-based methods
Although the quasi- dynamic state- estimation methods provide a direct approach 
to incorporate the measurements having different sampling rates, some may fail 
to track system states when sharp net- load intermittency occurs. Hybrid methods 
using measurements received from real- time measurement units can be adopted to 
circumvent this issue and trace system states. Compressive sensing and low- rank 
matrix techniques can circumvent the insufficient real- time measurements available 
to guarantee complete system observability in previously proposed methods.

11.4.2   Consensus DSSE method
Consensus DSSE methods fuse the limited number of real- time measurements with 
previous state estimates to update the full system states. For the discussion, here 
we will consider two groups of measurement devices: (1) real- time measurements 
and (2) non- real- time measurements. The real- time measurements have a high sam-
pling rate (e.g. once every 1 minute), and the non- real- time measurements have a 
low sampling rate (e.g. once every 15 minutes). Due to the limited deployment of 
real- time measurement devices, those measurements alone cannot guarantee the 
full observability of the system states. A consensus DSSE procedure would accom-
modate suitable techniques to update the system states using partial measurements 
and previous DSSE results. The operations of a consensus DSSE are shown in 
Figure 11.4.

Once every 15 minutes all the measurements will be available to perform a 
complete system state estimation (assuming that the system is observable using the 
complete set of measurements); however, in the next minute, only a subset of mea-
surements will be available, which cannot be used directly to perform DSSE. A 
partial DSSE is performed using the latest measurements and then it is combined 
with the previous DSSE results to update all system states.
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11.4.2.1  DistFlow-based partial DSSE
A partial state estimation procedure based on a linearized DistFlow model is 
described in the following [32]. By neglecting the line losses and assuming that the 
phase angle difference between adjacent buses is small, one can approximate the DS 
power flow equations to a linear set of equations.

 Pij �
P

k2Lj
Pjk+pj  (11.28)

 Qij �
P

k2Lj
Qjk+qj  (11.29)

 yi�yj � rijPij+xijQij  (11.30)
 ıi�ıj � xijPij�rijQij  (11.31)
where  Pij  and  Qij  are respectively the active and reactive power flow from bus  i  to 
bus  j ;  pj  and  qj  are the active and reactive power consumption at bus  j ;  rij  and  xij  are 
the resistance and reactance of the line between buses  i  and  j , and  ıi  is the voltage 
magnitude and angle at bus  i .  yi = 1

2v
2
i  .

In a radial DS with N number of PQ- buses and a reference bus, using the 
DistFlow model, the difference between the adjacent bus states can be expressed in 
a matrix form,

 

d,

2
666666666664

y1�y0
...

yN�yN�1

ı1�ı0
...

ıN�ıN�1

3
777777777775

=ZnS,

  

(11.32)

where  S = [p1,� � �,pn, q1, � � �, qn]T   is the bus power consumption vector and  Zn  is a 
matrix that depends on the line impedances and bus connectivity [32].

Assume there are M   real- time metering devices in a set of critical buses repre-
sented by  �m = fm1,m2, : : : ,mMg , which are the buses where a sudden change in 
active power is likely. The difference between a real- time measurement  yi2�m  and 
the reference bus state value  y0  can be expressed as a sum of the difference between 
each pair of adjacent buses in the path from the reference bus to the bus  i , i.e.,

 yi � y0 =
�
yi � yi�1

�
+ � � � +

�
y1 � y0

�
=
P

j2f1,:::,ig (yj � yj�1).  (11.33)

Similarly, the difference between each real- time measurement and the reference 
bus value can be expressed as,
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dm=

2
666666666664

ym1 � y0
...

ymM � y0
ım1 � ı0

...
ımM � ı0

3
777777777775

= Cm

2
666666666664

y1 � y0
...

yN � yN�1

ı1 � ı0
...

ıN � ıN�1

3
777777777775

=CmZnS =ZmS,

  

(11.34)

where  Cm  is a permutation matrix of dimension  2M � 2N.  Also notice that for a 
given distribution network configuration the matrix  Zm  is constant.

In (11.34), if only the active power consumption at bus  i 2 �m  is changed by a 
small quantity  �pi ,

 
�
�dm1 : : : �dmj : : : �dmi : : :

�T = Zm
�
0 : : : 0 : : : �pi : : :

�T
  (11.35)

We get,  �dmj = zji�pi ,  �dmi = zii�pi , where  zji  is the  
�
j, i
�th

  element of  Zm . The 
sensitivity of each element in  �dm  to change in one of its elements  �dmi  can be 
given as,

 
�dmj
�dmi

= zji
zii   (11.36)

Now, assume that a set of real- time and non- real- time measurements is sampled at 
time  t = t0 ; using these measurements, a static distribution state estimation result is 
obtained. The real- time measurement devices continue to take measurements once 
every  �t  interval. The problem at hand is to update the system states using the newly 
obtained measurements at each time instant  t = t0 + k�t, k = f1, 2, : : : ,K � 1g  
before the time  t = t1  when the next set of non- real- time measurements is sampled 
( t1 = t0 + K�t ). In the following, we will discuss how measurement sensitivities 
obtained in (11.35) can be used to find the actual power deviations at critical buses 
where solar PV is installed (assuming that each such bus has a real- time measure-
ment device).

The vector  dm  can be obtained using the real- time measurements sampled at 
 t = t0  and  t = t0 + k�t  , and be denoted  dm(t0)  and  dm(t0 + k�t) . And define the dif-
ference between these vectors,

 

�dm
�
t0 + k�t

�
= dm

�
t0 + k�t

�
�dm

�
t0
�
=

2
6666666666666664

ym1
�
t0 + k�t

�
� y0

...

ymM
�
t0 + k�t

�
� y0

ım1

�
t0 + k�t

�
� ı0

...

ımM

�
t0 + k

�
� ı0

3
7777777777777775

�

2
6666666666666664

ym1
�
t0
�

� y0
...

ymM
�
t0
�

� y0

ım1

�
t0
�

� ı0

...

ımM

�
t0
�

� ı0

3
7777777777777775

.

 
 (11.37)
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Since the reference values  y0  and  ı0  are fixed,  �dm
�
t0 + k�t

�
  represents the mea-

surement change happening at each bus with a real- time measurement device.
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(11.38)

Now assume that each real- time measurement is represented by an agent. Each agent 
initially believes that the measurement deviation it is observing (e.g.  �ymi

�
t0 + k�t

�
 ) is 

caused by a change in active power consumption in that bus only.

 �Qpi
�
t0 + k�t

�
= �ymi

�
t0+k�t

�

zii   (11.39)

where  �Qpi  is the active power consumption change apparent at bus based on the 
deviation of the measured value. The agent can predict (using the sensitivities) how 
much measurement deviations will be observed in other measurement points due to 
the presumed active power change in its location.

 �Qymj =
zji
zii

�ymi

�
t0 + k�t

�
  (11.40)

In fact, the measurement deviation at bus  i  could have been collectively caused by 
the changes in active power consumption at number of other buses,

 

�ymi
�
t0 + k�t

�
=
�
Zm
�
i

2
664

�pm1
...

�pmM

3
775 ,

  

(11.41)

 
�
Zm
�
i  is a row vector obtained from the ith row of  Zm . Hence, by neglecting active 

power deviations at all other buses (also neglecting reactive power changes at 
all buses between the interval  [t0, t1] ), the measurement deviation at bus  i  can be 
expressed as,

 

2
664

�ym1
�
t0 + k�t

�
...

�ymM
�
t0 + k�t

�

3
775 = �ym = Z�

m�pm,

  

(11.42)

 �pm =
�
�pi2�m

�
2 RM

 is the bus power consumption deviation vector.  Z�
m  is 

a M �M   submatrix of  Zm . By solving (11.42), the actual power deviation at the 
critical buses can be computed. Once the power injections at the critical buses are 
approximated, they can then be used as measurements in the static DSSE or DySE 
to find the whole system states.
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Figure 11.5     Typical structure of an observation matrix and corresponding state 
matrix

11.4.3   Matrix completion-based system state update with granular 
measurements

Compressive sensing techniques are widely used in image processing applications 
where the missing pixels are recovered by exploiting the linear dependency between 
the adjacent pixels. An image can be considered as an (m x n) matrix where each 
element represents a pixel. Given such a matrix with some lost pixels, the matrix 
completion algorithm tries to reconstruct the complete matrix by exploiting the lin-
ear dependence of the row space (and column space). The outcome includes the 
estimates of missing pixels.

The main advantage of matrix completion in DSSE application is that it does not 
require the measurements to satisfy strict observability conditions like in weighted 
least square methods, i.e., the use of incorrect pseudo- measurements can be avoided 
in DSSE. In certain situations, having about 20% of the data in an observation matrix 
could be enough to reconstruct the whole matrix containing related states and power 
quantities [33]. This feature makes it a potential method to perform DSSE in low- 
observable DS [34–36].

To apply this method for DSSE, the first step is to represent the feeder data 
(states and measurements) as a 2D matrix. Figure 11.5 shows such a matrix, the 
granular black squares represent the available measurements, the white spaces are 
unknown variables; the state matrix shown on the right side can be computed using 
matrix completion techniques. Matrix completion methods estimate the values of 
the missing variables by exploiting the linear dependency found in the system. 
Naturally, this problem becomes a search for a matrix solution that has the low-
est rank, while satisfying the known measurements. Following standard notation is 
commonly adopted to describe this problem.

 M : Data matrix (m x n )
 X : State matrix (m x n )
 ‰ :  Set of known elements of matrix M. This set contains all the coordi-
nates of the known elements in M  . i.e., ‰ � f1, 2, : : : ,mg � f1, 2, : : : , ng 
 P‰(�) :  A filtering function.
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E.g., if  ‰ = f
�
1, 3

�
,
�
2, 2

�
,
�
3, 1

�
, (3, 3)g  and 

 

M =

2
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3
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�
X
�
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2
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3
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More formally, the  
�
i, j
�th

  element of the observation matrix,

 
M‰(i, j) =

(
mij ;

�
i, j
�

2 ‰

0 ; otherwise
.
  (11.43)

Given the observation matrix  M‰ , the matrix completion problem is given by,

 

minimize
X2Rm�n

rank(X)
subject to X = M .  (11.44)

Solving this problem is difficult due to two reasons: (1) the rank operator is non- 
convex and (2) the equality constraint is highly susceptible to noise. This pre-
dicament is resolved by choosing an appropriate convex relaxation of the original 
problem. To this end, the rank operator is replaced by nuclear norm, which is a 
convex surrogate function for the rank operator (see Box 11.3). And the equality 
constraint is replaced by inequality to accommodate some mismatch due to noisy 
measurements. The transformed optimization problem becomes,

 

minimize
X2Rm�n

kXk�

subject to 1
2

mP
i=1

nP
j=1

�
xij � mij

�2
� ı

,

  (11.45)

where  ı � 0  is a scalar. Often this problem is expressed in compact form using the 
Frobenius norm,

 

minimize
X2Rm�n

kXk�

subject to 1
2kX‰ �M‰k

2
F � ı

.
  (11.46)

Using convex solvers this optimization problem could be solved efficiently to find a 
low- rank solution for X   such that  X‰ � M‰ .

When applying this method for DSSE, the state estimation results can be further 
improved by incorporating additional constraints that describe the physical laws of 
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Box 11.3 Some definitions
Nuclear norm of a  m � n  matrix A is the sum of its singular values:

 
kXk� =

minfm,ngP
i=1

�i(A).
  

Frobenius norm of a  m � n  matrix A  is:

 
kXkF =

s
mP
i=1

nP
j=1

kaijk
2.

  

the power network. Namely, power balance and power flow equations. However, if 
these constraints are non- linear then the problem becomes non- convex and difficult 
to solve. Therefore, a linear approximation of the unbalanced three- phase power 
flow should be adopted in the formulation. The complete problem takes the form,

 

minimize
X2Rm�n

kXk�

subject to 1
2kX‰ �M‰k

2
F � ı

k g(X) k� ˇ   

(11.47)

where  g(X)  is a vector- valued linear function and  ̌ 2 Rl
+  is a vector of appropriate 

length, which allows for some tolerance in the physics constraints. ı  and  ̌   shall 
be specified as inputs or included in the objective function to achieve adequate 
tolerances.

The matrix completion problem can be solved using standard semi- definite pro-
gram solvers [36, 37].

11.4.4   Implementations of matrix completion-based DSSE
A matrix completion- based DSSE can be uniquely characterized based on

 • selection of data matrix
 • linear power flow constraints adopted
 • treatment of constraint tolerances as optimization variables/inputs

Data matrix
Branch formulation: The data matrix is structured such that each row represents 
a power system branch, and each column represents a quantity relevant to that 
branch. This structure allows us to take advantage of both bus- and branch- related 
measurements.
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For example, data of each branch could include voltage  v , complex power  s , and 
current  i  measurements/variables entries of from- end- bus  f   and to- end- bus  t  stored 
in a row, as shown below.

   

Bus formulation: The data matrix M   is structured such that each row repre-
sents a bus and each column represents related data associated with that bus. This 
structure usually results in a smaller data matrix, which can be useful to improve 
computational efficiency in large systems.

For example, each bus represented by each row.

   

The selection of the data matrix format may depend on the types of measure-
ments available in the system. Depending on the data matrix structure, ‘duplication 
constraints’ need to be included where necessary; these are constraints that establish 
equality between different elements of the data matrix corresponding to the same 
measurement/state. For example, in the branch formulation, the voltage magnitude 
of a bus from (in) which multiple branches originate (terminate) may appear in more 
than one row of the data matrix (in column  |vf|  (or  |vt| )); the duplication constraints 
tell the program that the values of these cells must be equal.

Linearized power flow
A linearized DistFlow model is described in the following [34]. By neglecting the 
line losses and assuming that the phase angle difference between adjacent buses is 
small, one can approximate the DS power flow equations to a linear set of equations.

 
Pij �

X
k2Lj

Pjk+pj,
  

(11.48)

 
Qij �

X
k2Lj

Qjk+qj,
  

(11.49)

 yi�yj � rijPij+xijQij,  (11.50)
 ıi�ıj � xijPij�rijQij,  (11.51)

where  Pij  and  Qij  are respectively the active and reactive power flow from bus  i  to 
bus  j ,  qj  is the active and reactive power consumption at bus  j ,  xij  is the resistance 



300 Power distribution system state estimation

Figure 11.6     Application of matrix completion method using measurements with 
different sampling time

and reactance of line between buses  i  and  j , and  ıi  is the voltage magnitude and 
angle at bus  i . Alternative forms of linearized power flow constraints for DSSE can 
be found in [36].

Treatment of tolerance as optimization variables
For large enough ı  and  ̌  , the matrix completion problem will have a feasible solu-
tion. To ensure the solutions obtained have tighter tolerance, the augmented objec-
tive function can be expressed as,

 

minimize
X2Rm�n

kXk� + w1ı + w2ˇ
Tˇ

subject to
1
2

kX �M k
2
F � ı

kg(X)k � ˇ   

(11.52)

where,  w1,w2 > 0  are weighting parameters.
A DySE procedure using the matrix completion method is shown in Figure 11.6. In 

this figure, the observation matrix constructed at time  t  using the measurements sampled 
every T   minutes is denoted  M

T
‰,t;  the state matrix obtained is denoted  Xt . The observation 

matrix is constructed using the available measurements every 15 minutes; during the sub-
sequent minutes before the next 15- minute interval, the observation matrix is constructed 
using replacement of available measurement data from previously determined complete 
matrix X  [38, 39].

11.4.5  Numerical results
In this section, we present some state estimation results obtained using EKF, UKF, 
and matrix completion to demonstrate the salient features and limitations of each 
method; the results should not be interpreted as a testament to the performance of 
or as an objective comparison between different techniques. A 39- bus medium volt-
age distribution test system shown in Figure 11.7 is considered in the simulations. 
The total net- load of the system is shown in Figure 11.8. The results are presented 
for a two- and- a- half- hour period from 12.45 p.m. to 3.15 p.m. (as highlighted in 
Figure 11.8), where the net- load varies significantly due to solar generation intermit-
tency. Table 11.2 shows the locations where the measurements are available.
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Figure 11.7    39- bus distribution test system

Figure 11.8    One- day netload profile of the test system in each phase  a ,  b , and  c 

To demonstrate the applications of EKF and UKF, in these simulations, we 
assume that good static DSSE results are found using the available measurements 
and pseudo/virtual measurements for every 15 minutes (in practice, running a static 
DSSE using limited measurements has its hurdles, which we will not discuss further 
in this chapter). The state prediction is performed using Holt’s two- parameter model 
(see Box 11.2).

Significant voltage variation is observed in Figure 11.9 during the first hour; 
during the last one- and- a- half hours, the voltage variations are smooth, which is 
effectively tracked by the state prediction model. However, when there are signifi-
cant voltage changes, EKF and UKF take multiple times steps to adapt to that change 
(as can be observed during the initial 1- hour period in Figure 11.9).

Matrix completion method can be applied to each time step, without having to 
rely on pseudo- measurements. The results in Figure 11.10 show that it can track sud-
den voltage changes effectively and maintains acceptable performance. The main 
advantage of the matrix completion method is that it could achieve adequate results 
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Table 11.2   Measurements available in the test system

Measurement 
device

Sampling time 
(min.)

Bus measurements Line measurements

AMI 15 5,8,14,19,28,31,36,38 –
FTU 5 2,3 2–3,2–14,2–5,3–4
RTU 5 1 1–2
Smart inverter 1 13,23,32,37 –

Figure 11.9     State estimation results for voltage magnitude at bus- 32 (phase a) 
using DSSE/DySE method

using only a limited number of measurements. The accuracy of the matrix comple-
tion method would improve if more measurements were made available.

11.5  Bayesian information fusion approach for multistage 
DSSE

A closer look at the measurement vector shows the lack of synchronism among the 
measurement updating rates  (�t) , ranging from a few milliseconds (for PMUs) up 
to minutes (for smart meters). Thereby, the measurements can be grouped according 
to their respective sampling and updating rates. Each subset consists of a sampling 
layer ( SL ), characterized by a similar updating time interval ( �tzi = �tSL ), as shown 
in (11.53). In addition, typically each SL gathers measurements with similar relative 
accuracy. This concept of SL is illustrated in Figure 11.11. for a typical DS.

 SLi := fzi 2 z | �tzi = �tSLig.  (11.53)
The challenge consists of treating a vast number of measurements, spread across all 
parts of a DS, while providing an accurate state vector, denoted as  Ox . At the same 
time, dealing with the temporal aspect of each SL and maintaining a tractable com-
putational time and numerically stable.



Including synchronized and non- synchronized measurements 303

Figure 11.10     State estimation results for voltage magnitude at bus- 32 (phase a) 
using a matrix completion method

Figure 11.11   SL concept in the Bayesian information fusion procedure for 
DSSE

11.5.1   Bayesian inference concepts and application in DSSE
The Bayesian information fusion consists of a multiple stage state estimation, trig-
gered by each new measurement update from the respective SL. The measurement 
model is decomposed into each separated SL [40]. The relation between two layers, 
and thus between measurements with different synchronization times, is incorpo-
rated using a hierarchical model for the state variables as follows:
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 xSL = OxSL�1 + !SL�1  (11.54)
 zSL = hSL(xSL) + eSL  (11.55)
where  xSL  is the state vector at the current SL,  OxSL�1  is the estimated value at the 
previous SL with slower updating rate,  zSL  is the measurement vector of the respec-
tive  SL ,  hSL(xSL)  is the respective measurement model,  eSL  is the measurement error 
vector associated with the measurements in the  SL , and  !SL  is a random component 
associated with the uncertainty between the time intervals of two SL.

Such concept entails a probabilistic model for the state vector, encompassing 
the state of the network as a random variable. Therefore, we can directly apply the 
concepts used in Bayesian inference, where the estimation problem treats both mea-
surements and states as random variables.

In the Bayesian perspective, each new set of observations of a SL updates the 
posterior distribution for the state. The likelihood function represents the measure-
ment model and assumed noise characteristic. The prior distribution for the state 
variables comes from the previous SL posterior distribution, a hierarchical model 
[41]. Using the Bayes’ theorem, we can find the posterior probability function of the 
state variables as the following conditional probability distribution:

 
fX|Z (xSL|zSL) =

fZ|X(zSL|xSL) fX(xSL)
fZ(zSL)   

(11.56)

where  fX|Z(xSL|zSL)  is the conditional probability function of the state given the mea-
surements in each SL,  fZ|X(zSL|xSL)  is the likelihood function of the SL according to 
the measurement model,  fX(xSL)  is the prior distribution in the hierarchical model, 
and  fZ(zSL)  is the measurement probability of occurrence, a constant value that 
scales the posterior probability function and is often neglected.

Estimation is performed in each layer and triggered as soon as the respective 
measurements become available in the respective layer. A maximum a posteriori 
(MAP) estimation given in (11.57) updates the state variables, and the result is then 
used as the prior distribution for the following layers.

 
OxSL = argmax

x
fX|Y (xSL | zSL).

  (11.57)

To provide a fast solution for the state estimation problem, a multivariate Gaussian 
prior distribution is assumed, as described in (11.58). The likelihood function comes 
from the typical assumption of a multivariate Gaussian noise associated with the 
measurement model, as described in (11.59). This maintains a tractable computa-
tional for the MAP estimate, an essential aspect for real- time applications. If the 
measurement model were linear, such as in the case of purely PMUs SL in rectangu-
lar coordinates, this approach would provide a closed- form solution for the posterior 
distribution, a conjugate prior model. Another important aspect of the chosen prior 
distribution is that it is an informative prior, since it is based on previous knowledge 
about the model. Non- informative priors may be used; however, it tends to increase 
the estimator variance.

 Prior : xSL � N (OxSL�1,PSL�1)  (11.58)
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 Likelihood : zSL | xSL � N (hSL(xSL), RSL)  (11.59)

where  PSL�1  is the state covariance matrix estimated at the previous SL and  RSL  the 
measurement covariance matrix of the current SL, a sub- matrix of R  in the original 
measurement model.

It is noteworthy the relation and similarity of the Bayesian approach and the 
Kalman filter for state estimation. In fact, the Kalman filter is a particular case of 
Bayesian inference, where the error models are assumed as multivariate Gaussian 
and the state space follows a discrete time Markov process. The conjugate model 
assumes an approximation of the actual state behaviour, at the vicinity of the results 
from previous SL, instead of any previous instant as employed in the family of 
Kalman filters [15, 26]. Since it is an informative prior, obtained from the previous 
SL, such approximation tends to follow the system behaviour. However, if an abrupt 
change occurs, this hypothesis fails and therefore hampers the estimation accuracy.

11.5.2   Posterior inference via orthogonal methods
To overcome the severe ill- conditioning of typical DSs, it is recommended the appli-
cation of an orthogonal method for solving the posterior estimation. The method 
consists in first using an orthogonal factorization according to (11.60), obtaining the 
orthogonal matrix Q  and the upper triangular R  .

 

 
P�1/2
SL�1

R�1/2
SL H

!
= QTR.

  
(11.60)

With this orthogonal factorization, it is possible to rewrite the iterative equation for 
the posterior estimation as:

 
RTQQTRpk = RTQ

 
P�1/2

SL�1 OxSL�1

R�1/2
SL (zSL � hSL(xk)))

!
.
  

(11.61)

Since QQT = I  , where I   is the identity matrix, and  
multiplying both sides by  (RT)�1 , we obtain :

 
Rpk = Q

 
P�1/2

SL�1(xk � OxSL�1)
R�1/2

SL (zSL � hSL(xk))

!
.
  

(11.62)

Instead of iterating over the original nonlinear MAP procedure, a bet-
ter approach is to perform the search for the estimated state with the 
orthogonal decomposition of the estimation problem at each SL. This 
kind of orthogonal formulation also enables the application on severe ill- 
conditioned three- phase DSs and in the Bayesian fusion approach [42–45].  
Besides, by exploring (11.61) it can be shown that  RTR = P�1

SL  . It facilitates the 
interaction between different SL, since  P�1/2

SL = R  . The numerical stability and com-
putational performance can be further enhanced through sparsity treatment and 
ordering techniques [40, 45].
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11.5.3   Bayesian credibility test
The Bayesian approach for DS state estimation previously presented allows the 
obtaining of a posterior distribution as a multivariate normal distribution. Such dis-
tribution can summarize different features, as the MAP estimation of the DS state in 
(11.57). Another aspect that can be explored from this Bayesian approach is the use 
of credibility intervals.

The arrival of new PMU measurements at a time instant  t  induces an update of 
the probability model. Hence, a comparison between the estimated state  Oxt  with the 
posterior distribution credibility interval, obtained from previous time instants, can 
be performed. Such test can be used to identify if the constant state transition matrix 
is correctly representing the system operating condition. Therefore, for a stationary 
condition, the test will indicate that  Oxt  is in accordance with the previous inferred 
probability distribution. However, for a non- stationary condition, as load ramps or 
contingencies, the test will indicate a disagreement between  Oxt  and previous estima-
tions. The credibility intervals can be defined as the range containing a particular 
percentage of probable values. That is, the closed interval  [x

�
SL, x

+
SL]  and an associ-

ated probability  pci , such that:

 

ˆ x+SL

x�SL

fX|Y(xSL | zSL)dxSL = pci.
  

(11.63)

This work employs a credibility interval in the vicinity of the MAP estimated state 
 OxSL  of each SL for the  i th state variable, using Chebyshev’s inequality:

 OxiSL � k�
p
Pii

SL � xiSL � OxiSL + k�
p
Pii

SL,  (11.64)

where  k�  defines the probability level of the credibility interval. For instance, 
 q = 0.95 , which yields a 95% credibility interval, with  k� = 2 , in a multivariate nor-
mal distribution.

Two approaches may define the credibility intervals, providing two level of 
non- stationary event detection:

1. Credibility test with the latest SL prior distribution: provides a detection of large 
non- stationary events, in the sense that the estimated state at instant  t  is far from 
the one obtained from measurements in a previous SL.

2. Credibility test within the SL posterior distribution: provides a detection of 
smaller non- stationary events, in the sense that the estimated state at instant  t  is 
far from measurements on the same SL at instant  t � 1 .

11.5.4  Numerical results
Simulations with the IEEE 4 nodes test feeder illustrate the numerical aspects of 
the Bayesian DSSE. A load flow calculation was used to create the reference val-
ues for the state variables ( xlf  ) and measurements (zlf  ). A Monte Carlo simulation 
by including random noise in the reference load flow values simulates measured 
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Figure 11.12    IEEE 4 nodes test feeder used to evaluate the proposed Bayesian 
inference method for including PMUs in DS state estimation

values to perform state estimation [46]. In this illustrative simulation two SLs are 
employed: (1) SCADA SL and (2) PMU SL.

The noise standard deviation  �i  was obtained using different precision levels 
for each measurement (in this study, was assumed 2% for active and reactive power 
measurements from SCADA, 1% for voltage magnitude from SCADA, and 0.1% 
for voltage and current phasor measurements from PMUs).

To simulate different sampling rates, a first sample from SCADA measurements 
was considered in the state estimation process, followed by 60 samples from PMUs. 
Each sample represents a different instant  t  and the respective measured values. 
For each instant, a load flow calculation was performed and the measured values 
are obtained according to the previously explained procedure. Thus, we obtained 
a sequence of quasi- stationary conditions being monitored by measurements with 
random noise in our simulations. When using such simulation strategy, based on 
load flow calculation, the system’s dynamics is neglected, such as oscillations dur-
ing transitory events [47].

Figure 11.12 illustrates the IEEE 4 nodes feeder with SCADA and PMU observ-
able metering systems. The simulation setup employs an unbalanced load scenario 
with a Grounded Wye–Grounded Wye transformer connection . The load, originally 
in node 4, was distributed among nodes 2–4 to further represent the PMU non- 
observable scenario.

11.5.4.1  Performance with SCADA and PMU observable metering 
systems and fixed loading condition

The first test was performed using SCADA and PMU observable metering systems 
when the hypothesis of stationary condition is respected. The simulations were per-
formed with fixed nominal loading to represent a stationary condition and to dem-
onstrate the effect of the PMU posterior stage. Two different instants are considered: 
an initial instant with the acquisition of SCADA measurements and a second instant 
with the arrival of a PMU sample. The simulations were executed with 300 repeti-
tions, resulting in a calculation of MAE with  ntrials = 300 .

To illustrate the effect of the MAP estimation (second stage of the proposed 
DSSE), Figure 11.13 presents the error histogram for this simulation. As it can be 
seen, besides the reduction on the MAE indicator, a smaller error variance is also 
obtained after the execution of MAP based on the PMU SL. This is because the 
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Figure 11.13     Histogram of state estimation error among all state variables for 
the SCADA prior stage and PMU posterior stage

higher precision assumed for such measurements are naturally considered in the 
proposed approach through the PMU measurements covariance matrix.

11.5.4.2  Performance with SCADA and PMU observable metering 
systems and load variation

A second test was performed with the inclusion of a 5% of load variation around the 
nominal loading. The IEEE 4 nodes feeder with the SCADA and PMU observable 
metering systems in Figure 11.12 is used again. In this simulation, we considered 
all the 60 PMU samples. Despite the load variation, this situation is still considered 
as stationary since the load variation is within a 5% of its nominal value, keeping a 
constant mean value and variance along the time interval of the PMU samples. This 
scenario intends to show a more realistic load condition, since there are no guaran-
tees that the loads will keep a fixed value, while the PMU samples are arriving.

The Bayesian DSSE was then compared with a hybrid DSSE, which simultane-
ously processes both SCADA and PMU measurements in a single stage according 
to the non- linear measurement model, and with a Kalman filter DSSE that uses 
recursively the estimated posterior to update the prior belief. An identity matrix 
for the forecasting model was also used for the Kalman filter DSSE in the tests. 
Figure 11.14. presents the comparison using the MAE performance metric in both 
the fixed loading and the 5% of load variation scenarios.

The hybrid approach presented the worst precision, since it assumes both 
SCADA and PMUs samples represent the same instant. The Kalman filter approach 
presented a very good estimation for the fixed load scenario, but lost its accuracy 
for the load variation scenario. This result is expected since Kalman filter has good 
smoothing properties, and the fixed load value is the smoothest scenario possible. 
But when load variation was included this premise became false. Furthermore, the 
proposed Bayesian DSSE presented a similar precision in both scenarios, showing 
good results in both cases. This is related to the fact that the prior distribution only 
gives an initial estimate of the state vector and its covariance. Whenever a new 
PMU sample is gathered, the MAP estimation uses only the values of that sample to 
update the state vector.
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Figure 11.14     Performance of DSSEs in terms of the mean absolute error in p.u. 
for each time sample ( MAEt ) in the stationary scenarios. In these 
examples, PMU samples correspond to a sampling rate of 1 per 
second.

Figure 11.15     Performance of DSSEs in terms of the mean absolute error in p.u. 
for each time sample ( MAEt ) in the non- stationary scenario

11.5.4.3  Performance with SCADA observable and PMU non-
observable metering systems and non-stationary condition

In this third test, the observable SCADA metering system illustrated in Figure 11.12 
was considered. However, in terms of PMU metering system, only the PMU installed 
at the secondary winding of the transformer was considered (node 3). Therefore, 
the system is still SCADA observable, but no longer PMU observable, i.e., if only 
PMUs were considered it would not be possible to perform state estimation for the 
whole network.

In this test, a large load variation at node 4 (60% increase), only in phase A, 
was included in the simulation from t = 15 s to t = 20 s, in order to simulate a 
non- stationary event. In the other instants, the loads were kept within their nominal 
unbalanced loading with a 5% of variation. For instance, that large load variation 
could occur when a large load is connected, or due to intermittent distributed genera-
tion in the DS.

Figure 11.15 presents the MAE performance index in such scenario. Both 
Hybrid and Kalman filter approaches had their performance significantly deterio-
rated during the load temporary event. While the proposed approach had a much 
smaller influence in its estimation accuracy. To illustrate the state estimation results, 
Figure 11.16 shows the credibility intervals acquired with the prior and posterior 
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Figure 11.16     Credibility intervals with SCADA prior and PMU posterior during 
an event occurrence, for state variable  x10 

Figure 11.17     SCADA prior distribution and PMUs posterior distributions, for 
state variable  x10  at  t = 14  and  t = 15 

distribution obtained by the proposed Bayesian DSSE for the real part of the com-
plex voltage at node 4 (state variable  x10 ) at all samples.

Figure 11.17 illustrates the concept of credibility interval in terms of estimated 
prior and posterior distributions for the state variable  x10 . The prior distribution and 
the posterior distribution at  t = 14  (before the load event) and at  t = 15  (after the load 
event) demonstrate the change in the state variable that occurred. While the DS is 
operating in a stationary condition, all the estimated state values with the PMUs fell 
inside the prior credibility interval, as it can be seen in the posterior distribution for 
 t = 14 . When the estimated value obtained in the MAP stage, at  t = 15 , fell outside 
the prior credibility interval, the previous state is not a good approximation to cur-
rent state. That is, the system is no longer near the same state when the SCADA 
measurements were acquired. Since the event was detected with the prior distribu-
tion credibility interval, the test indicated a large event occurred.

By dealing with state estimation under the concept of SL, it is possible to track if 
changes of the systems are abrupt or fluctuations near the same state’s vicinity. The 
application of such a promising feature is related to the perspective of autonomous 
system functionalities based on the state estimator information. Take, for exam-
ple, the case of PMUs, where the sampling rates can easily achieve a few cycles. 
Operators cannot track system changes by themselves, and if a separate event detec-
tion method is applied, the processing time and latency requirements would be a 
technical issue to overcome. This integration becomes natural and computationally 
faster by introducing event detection within the state estimator framework, with 
very few modifications required.
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Figure 11.18  Data synergy in a power DS

11.6  Applications of DSSE and challenges

DSSE shown in Figure 11.18 exploits data from different sources to provide the ini-
tial state/condition for many DMS applications, such as volt/VAR control, capacitor 
switching, loss minimization, congestion management, conservation voltage reduc-
tion (CVR), distribution transformer usage optimization, feeder reconfiguration, ser-
vice restoration, and demand- side management. DSSE accuracy has a high impact 
on distribution network operations applications.

The integration of renewables at the distribution level poses operational chal-
lenges, such as the occurrence of overvoltages and voltage fluctuations due to output 
intermittency. DSSE results enable real- time distribution grid monitoring and assist 
system operators for effective volt/VAR controls to maintain voltage quality and 
assist reconfiguration under emergency.

A transformer load management system is used by network designers to esti-
mate and examine the historical and current loadings of transformers and to test pro-
posed load situations. The DSSE results can be used in transformer load modelling 
and management [48]. With more accurate distribution transformer load models, 
CVR conducted during power shortage periods would be more effective for energy 
conservation and transformer/feeder loading relief. The deployment of smart metres 
enhances DSSE accuracy. A consistent DSSE solution provides a guided search 
of potential irregularity of electricity usage [49] and adjustment of voltage unbal-
ance in the network [50]. When the model does not represent the actual network 
condition, DSSE could detect, locate, and repair the erroneous information [51, 52]. 
Moving forward to carbon neutrality society, challenges for DSSE implementation 
are still open and new monitoring and management solutions are required, such as,

 • adaptive and efficient feeder modelling methodologies for future wide- area 
active distribution network monitoring;
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 • data synergy, fusion, and consensus techniques to exploit the large amount 
of heterogeneous data in the modern control centre and distributed renewable 
energy management system environment;

 • edge computing, big data, and communication techniques to tackle the problem 
of efficiently collecting and coordinating the measurement results;

 • a multi- level state estimation for better interaction among distribution and 
transmission network operations.

11.7  Concluding remarks

Transition to a sustainable energy future would result in complex and fast aggre-
gated generator and load dynamics, which will lead to operation impacts on distribu-
tion networks. The DS monitoring process is made complicated not only because of 
special network characteristics and low redundancy of measurements but also due 
to the high number of nodes, the geographical extension of the networks, and the 
integrations of DER.

Many DSSE algorithms provide efficient procedures to build on- line distribu-
tion network models for system operation and planning. To improve the accuracy 
of online model, the synergy of a large amount of heterogeneous data from different 
systems with various data formats, unsynchronized polling cycles, communication 
delay, is crucial. Incorporating high sampling rate data of  � PMUs, IEDs, and digi-
tal relays with delayed interval data from smart meters will improve overall DSSE 
accuracy. The use of big data is beneficial for model calibration [53]. Cloud- based 
IoT platforms [35], CIM [54], and data fusion techniques [55] are valuable for effec-
tive measurement data processing and monitoring active system situations.

Micro- grids and automation islands are evolving from a collection of sensor 
platforms that provide information to regional data centres; to a network of auton-
omous regions that exchange data among each other in order to optimize certain 
operational functions. Large intermittent variations of power injections from RES 
have made it difficult to achieve consistent state estimation results by augmenting 
pseudo- measurements with unsynchronized measurements having different sam-
pling rates. The DySE techniques based on EKF and UKF had helped avoid relying 
on pseudo- measurements; however, their performance degrades when faced with 
sudden changes. Latest developments in sparsity- based techniques, such as matrix 
completion, have helped to overcome these limitations.

This chapter also presented a three- phase Bayesian inference DSSE based on 
information fusion and SL concepts. . Theoretical arguments and simulations support 
the interesting features of this approach when dealing with multi- scale instrumen-
tation devices. For instance the multiple scales due to the different sampling rates 
of Smart Meters, Load Profiles, PMUs and SCADA measurements . It enables the 
integration of PMU measurements providing estimation with smaller mean errors, 
even for buses that are not observable by PMU measurements directly. Although 
formulated assuming stationary operating conditions, the Bayesian Fusion DSSE is 
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able to detect small and large non- stationary events based on credibility tests, due to 
an inherent notion of probabilistic characterization of the state variables.

Multi- area State Estimation (MASE) algorithms augmented with small- area SE 
to form hierarchical DSSE would meet operation requirements. In this respect, a 
consensus algorithm [56, 57] is an alternative for local control area DSSE that pro-
vides intelligence as well as topology, observability, and bad data analyses to local 
SE. MASE begins with many local SE, communicates their estimates to neighbour-
ing areas continuously, and eventually making all local estimates converge to the 
centralized state estimation result [58]. Chapter 10 presented a detailed analysis of 
MASE.

The variations of the voltage values and other indicators can be used in adaptive 
DSSE to cope with the active nature of the distribution network. An event- triggered 
approach for sensing, communicating, and information processing is attractive 
to reduce computation and communication burdens. Using a report- by- exception 
scheme, the measurement data are sent to perform DSSE at higher rates and the 
estimation process runs consequently on a finer time scale to achieve a bandwidth- 
efficient and smart data transmission [59, 60].
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This chapter discusses the subject of distribution system state estimation (DSSE) in low 
voltage distribution grids (LVDG). In theory, DSSE schemes developed for medium 
voltage distribution grids (MVDG) are also applicable to LVDGs because of their  
similar characteristics. However, several limiting factors exist in LVDGs that can 
severely impact the DSSE performance. First, the measurement infrastructure in LVDGs 
is lacking with a limited sensor deployment and an absence of communication between 
the end consumers and the operator. In addition, scarce measurement devices and a slow 
reporting rate from smart meters with asynchronous measurements render most LVDGs 
unobservable. Second, there is a lack of reliable and accurate system- related informa-
tion. This includes information about the topology, parameters and equipment used in 
any given LVDG which results to a system model with considerable uncertainty. Third, 
most DSSE methodologies developed for MVDGs are for three- wire networks or four- 
wire networks with the neutral wire multigrounded. This allows simplifying the problem 
formulation as the neutral voltage can be approximated to 0 V. In LVDGs, this assump-
tion typically does not hold, and the non- zero neutral voltage has a detrimental impact 
on the operation of the classical DSSE. These limiting factors along with their impact 
and mitigation strategies in order to develop adequate DSSE solutions for LVDG are 
discussed in this chapter.

12.1  The need for DSSE in LVDGs

Traditional distribution grids were designed for unidirectional power that flows from 
large power generation plants toward the residential, commercial and industrial con-
sumers. Until recently, the operation of the distribution grids was passive with minimal 
control of power flow. In recent years, the urgent need for a fossil fuel neutral energy 



320 Power distribution system state estimation

sector has resulted in a significant increase of distributed energy resources (DER) in 
LVDGs. Photovoltaic (PV) and energy storage systems, the charging of electric vehicles 
(EVs), and the introduction of demand response schemes are changing the landscape in 
distribution grids. More specifically, the LVDG is transitioning from a passive grid with 
simplistic behavior into an active and complex system where a re- evaluation of its clas-
sical operation is necessary.

Besides the obvious environmental and economic benefits, the energy transi-
tion imposes several challenges to the distribution system operators (DSOs). Studies  
[1, 2] have shown that a large penetration of PVs and EVs in the LVDG can have 
detrimental effects on its operation. The most critical effects for the LVDG operation 
are (1) the effect of DERs and EV charging on the voltage profile, (2) the possible 
overloading and thermal limit violation of the distribution lines/transformer and (3) 
the increase of phase unbalance. To better understand how the voltage profile of 
the LVDG is affected by the increase of PVs and EVs, the voltage deviation  �V   
across a distribution line due to the energy consumption/generation of the consum-
ers’ needs to be considered,

 � PV = PVS � PVR = Z � PIR = RP+XQ
VR

+ j XP�RQ
VR

= �Vre + j�Vim  (12.1)

where R  and X   are the resistance and reactance of the distribution line,  VR  is the receiving 
end voltage magnitude that can be either at the premises of a consumer (Figure 12.1.a) 
or at any system node (Figure 12.1.b),  VS  is the voltage magnitude at the sending- end 
of the distribution line and  P/Q  is the active/reactive power flow along the consid-
ered line. With  PVR  as the reference, the magnitude of the sending end voltage  VR  is, 

 VS =
p
(VR + �Vre)2 + �V2

im   (12.2)

Noticing that  �Vim � (VR +�Vre)  and that  �Vre  can be approximated by substitut-
ing  VR  with  VS  , the magnitude of the receiving end  VR  can be approximated by [3],

 
VR � VS �

RP + XQ
VS   

(12.3)

Note that (12.3) assumes a load convention for the receiving end of the distribution 
line with  P = PLOAD + PPV   where  PLOAD 2 R+  is the consumption of the conven-
tional load and  PPV 2 R�  is the local PV power generation. Typically, distribution 

Figure 12.1   Calculation of voltage deviation  �V  when  VR  is the voltage (a) at 
the premises of a consumer or (b) at a system node
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lines have a high  R/X   ratio, compared with transmission lines, and as a result, in 
addition to the reactive power flow, the active power flow has a significant impact 
on the voltage profile as well. Therefore, the generation and consumption of active 
power from PVs and EVs, respectively, have a major influence on the voltage profile 
of an LVDG.

Figure 12.2 illustrates the impact of a high penetration of PVs and EVs on both 
the load and voltage profile of a typical residential feeder with 50 consumers. The 
 75%  PV penetration denoted in this figure is in relation to the total energy consumed 
by the 50 consumers, and the  30%  EV penetration corresponds to 15 EV owners. 
During reverse power flow conditions, where P  is negative (local conventional load 
is lower than the local generated energy by PVs), the voltage across the LVDG 
increases, as indicated in (12.3) due to reverse power flow. Under intense reverse 
power flow conditions, the resulting voltage rise can lead to a violation of the admis-
sible limit. On the other hand, the increase in energy demand by EV charging has 
a similar but conversely effect on the voltage profile. As EVs at LVDGs will be 
mostly privately owned, users will plug- in their vehicles for charging at their home 
during the after- work hours, which are the peak hours for the conventional load. 
Consequently, uncoordinated charging of EVs can increase significantly the for-
ward peak demand, which can lead to severe undervoltage conditions and to the 
overloading of the distribution transformer. To mitigate their detrimental impacts 
and to facilitate a high integration of DERs and EVs in LVDGs, an advanced distri-
bution management system (DMS) is necessary [4]. Within the smart grid concept, 
an advanced DMS is expected to provide a number of services and grid support 
functionalities to facilitate the modernization of the distribution grid. Local volt-
age management and global frequency support schemes will be shortly available 
by utilizing controllable and flexible assets in the distribution grid such as the PV 
inverters, EV chargers and energy storage systems. In addition, demand- side and 
congestion management applications are expected to have a critical role in the DMS. 
Typically, most of the DMS applications and functionalities require at least some 

Figure 12.2   Impact of PV and EVs on the (a) load profile and (b) positive 
sequence voltage profile of a sub- urban residential feeder
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level of information regarding the operational state of the system in order to take the 
appropriate control decisions.

In this sense, a successful deployment of DSSE in LVDGs can be a powerful 
tool in the DSO DMS. It allows for an optimized and cost- effective operation; it can 
aid in identifying weak grid points where reinforcement may be required to handle 
the rising energy demand; it can detect network reconfigurations and update the 
relevant system models; and most importantly, it provides the required data to the 
control schemes of the DMS for an effective operation. Until recently, the situational 
awareness in the LVDG has been very limited due to their traditionally passive 
behavior. As LVDGs become more active, a robust DSSE also becomes a necessity 
for maintaining the reliable operation of LVDGs. For this purpose, DSOs are invest-
ing significant resources in increasing the situational awareness and observability 
of LVDGs by developing advanced metering infrastructures (AMI). This entails a 
mass adoption of smart meters to end users where, besides their use for automatic 
billing of consumers, can be utilized for DSSE purposes. The key role of an AMI 
system is illustrated in Figure 12.3 where the general structure of the envisioned 
LVDG is shown. The AMI enables the operation of a DSSE, which in turn provides 
the necessary information regarding the operational state of the system and drives 
the online management of the LVDG through advanced DMS functionalities. In 
this chapter, the DSSE will be further analyzed, providing some insights about their 
particularities in LVDGs.

Figure 12.3  An active LVDG with automated management
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12.2  Classical DSSE approach

State estimation (SE) techniques in transmission systems have been widely used 
over the past decades for monitoring the power system and for increasing the situ-
ational awareness of the operators. Technological advancements such as dedicated 
metering devices with high sampling rates, time- stamped–synchronized measure-
ments (phasor measurement units) and a communication infrastructure with high 
network bandwidth have enabled the near real- time monitoring of transmission sys-
tems. However, because of different characteristics, SE schemes and monitoring 
concepts developed for transmission systems are, in general, not applicable to the 
distribution grids. For instance, distribution lines have short lengths and a high  R/X   
ratio which is indicatively 4 to 6 times higher in comparison to the transmission 
lines. Therefore, any fast decoupled or linear (DC) power flow/SE technique will 
have a lower performance when applied to LVDGs if the high R/X ratio is not prop-
erly accounted for. Note that the DC power flow refers to the simplification of the 
power flow problem by neglecting the  Q � V   equations and assuming the voltage 
magnitudes at 1 pu. Moreover, it can be assumed that transmission systems operate 
under near phase- balanced conditions. Consequently, most SE methodologies con-
sider only the positive sequence of the voltage and solve the SE problem through a 
single- phase equivalent. In contrast, distribution grids operate under intense unbal-
anced conditions where three- phase–coupled SE schemes should be considered.

There are several DSSE schemes that were developed for the MVDG in the 
literature and can be applied to LVDGs as well. This is because usually MVDGs 
and LVDGs have similar characteristics such as an unbalance operation, high  R/X   
ratios and limited observability. In order to have a self- explanatory chapter, the 
well- established weighted least squares (WLS) DSSE scheme and the assumptions 
made for four- wire LVDGs are presented next.

12.2.1  WLS DSSE
The WLS DSSE [5] is the most widely used SE application in power systems. The 
measurement vector  z 2 Rm  is related with the state variables through the nonlinear 
measurement functions included in vector h 2 Rm  as,

 z = h(x) + e  (12.4)
where  x 2 Rn  is the state vector and contains the states of the system, and vector 
 e 2 Rm  includes the noise for each measurement. Note that depending on the choice 
of state variables (typically either the nodal voltages or brunch currents),  x  can be a 
complex number instead of real. The WLS SE problem is formulated as an optimiza-
tion problem where the optimal values of the state vector minimize the summation 
of the weighted measurement residuals,

 
Ox = arg min

x

�
mP
i=1

�
zi�hi(x)

�2
wi

�
= arg min

x
J(x)

  
(12.5)

where  Ox  is the estimated state vector, wi is the weight given to the  i th measurement 
and  J(x)  is the objective function of the minimization problem. The weight of each 
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measurement represents the confidence for its accuracy. Typically, these weights are 
related to the variance  �

2
i   of the measurement noise associated with the measure-

ment device. The objective function  J(x)  can be written in a matrix format as,

 J(x) =
�
z � h(x)

�TW �
z � h(x)

�
  (12.6)

with the measurement weighting matrix  W   being equal to the inverse of the mea-
surement error covariance matrix R 2 Rm�m , which is formulated as,

 

R =

2
666664

� 2
1 �1,2 � � � �1,m

�2,1 � 2
2 � � � �2,m

...
...

. . .
...

�m,1 �m,2 � � � � 2
m

3
777775

  

(12.7)

where  �i,j  is the covariance of the error between the  i th and  j th measurements. In 
conventional approaches it is typically assumed that the noise of each measurement 
is statistically independent, and therefore R  becomes a diagonal matrix. At the mini-
mum value of the objective function  J(x) , the optimality condition is satisfied and 
therefore  rJ(x) = 0 ,

 rJ(x) = �HT(x)W[z � h(x)] = 0  (12.8)

where  H(x) = [@h(x)/@x]  is the Jacobian matrix of  J(x) . Using the Gauss–Newton 
method, one can obtain the estimated states  Ox , that is the solution of (12.8) through 
an iterative procedure as,

 

xk+1 = xk + �xk

�xk = G(xk)�1H(xk)TW[z � h(xk)]

G(xk) = H(xk)TWH(xk)   

(12.9)

where  G  is the gain matrix, and  k   is the iteration number. Note that before the first 
iteration the state vector is initialized by considering the voltage phasors at 1 pu and 
at an angle of  0ı, 120ı,�120ı  for phase  a, b, c , respectively. The iterative process 
described above is repeated until the update vector  �xk   satisfies a convergence cri-
terion, such as its max- norm being less than a predetermined threshold � .

12.2.1.1  Inclusion of virtual measurements
The term virtual measurements refers to the information known about the operation 
of the system with zero uncertainty. This can be the net zero power injection at nodes 
without any consumers and distributed generation connected, zero power flows in 
open switching devices, zero voltage drops in closed switching devices, etc. As this 
information is known without any uncertainty, the associated measurements are 
assigned high weights in relation to the conventional measurements. To avoid an ill- 
conditioned system due to the high weights of the virtual measurements, these types 
of measurements are included in the WLS SE problem as equality constraints [6],
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Ox = arg min
x

�
z � h(x)

�T W �
z � h(x)

�

s.t c(x) = 0   
(12.10)

 

n
Ox, O�

o
= arg min

x, �

�
z � h(x)

�TW �
z � h(x)

�
+ �

Tc(x)

= arg min
x, �

L(x,�)
  

(12.11)

where �  is the Lagrange multipliers vector. By applying the optimality conditions 
 rL(x,�) = 0 ,

 

@L(x,�)
@x

= �HT(x)W [z � h(x)] + C(x)T� = 0
@L(x,�)

@�
= c(x) = 0

  

(12.12)

where  C(x) = [@c(x)/@x] . By applying Gauss–Newton method to solve the resulting 
nonlinear system of equations, the state update step from (12.9) is changed to,

 

"
�xk
�k

#
=

"
HTWH C(xk)T

C(xk) 0

#�1 "
HTW [z � h(xk)]

�c(xk)

#

  
(12.13)

12.2.2  State variables and measurement functions
The available measurements in an LVDG that can be utilized for DSSE applica-
tions are typically the active/reactive power injection and voltage magnitude 
measurements at the premises of the consumers. Therefore, the measurement 
vector is formulated as  z 2 Rm =

�
P Q V

�T
  with  m = 3N1ˆ + 9N3ˆ , where  N1ˆ  

and  N3ˆ  are the number of single- phase and three- phase loads in an LVDG, 
respectively. Depending on the selection of state variables the measurement  
function vector  h(x) , which relates the state variables to the available measurements, 
is formulated differently.

One of the most popular choices for state variables is the nodal voltages in 
either a polar ( PV = V^� ) or in a rectangular ( PV = Vre + jVim ) form. Because of the 
unbalanced nature of the distribution grid, a coupled three- phase formulation is typi-
cally used. This increases the overall complexity as every system node has two state 
variables per available phase, and the power injection measurements contain cross 
product terms between phases. In addition, the admittance matrix Y   of the system 
which describes the connectivity of the system nodes, is formulated as,

 

Y =

2
664
Y11 � � � Y1N

... � � �
...

YN1 � � � YNN

3
775! Yij =

2
664
Yaa

ij Yab
ij Yac

ij

Yba
ij Ybb

ij Ybc
ij

Yca
ij Ycb

ij Ycc
ij

3
775

  

(12.14)

with  N   being the total number of system nodes, Y 2 C 3N�3N  ,  Y
pm
ij = G pm

ij + jB pm
ij   

where  p,m 2 fa, b, cg  and  B
pm
ij   are the conductance and susceptance, respectively, 

between phase  p  at node  i  and phase  m  at node  j . Note that Y   is a symmetrical 
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matrix where  Yij = Yji  and  Y
pm
ij = Ymp

ij  . The complex power  S
p
i   generated or consumed 

in the  i th system node and in phase  p  is derived by,

 
Spi = Pp

i + jQp
i = PVp

i

�
PIpi
��

= PVp
i

�
NP
k=1

cP
m=a

Ypm
ik

PVm
k

��

  
(12.15)

where  P
p
i  ,  Q

p
i   are the active and reactive power injections, respectively, gener-

ated/consumed in phase  p  at node  i  and  PI
p
i   is the relevant current phasor. Note that 

 PI
p
i   in (12.15) is derived by the nodal equations for the specific node and phase. 

Considering the voltage in polar format, the complex power injection is given by,
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where  �
pm
ik = �

p
i � �m

k  . By taking the real and imaginary parts of (12.16) the mea-
surement functions for active and reactive power injections with the nodal voltages 
in polar form as state variables are,

 

Pp
i = RefSpi g = Vp

i

NP
k=1

cP
m=a

Vm
k

�
Gpm

ik cos
�
�
pm
ik

�
+ Bpm

ik sin
�
�
pm
ik

��

Qp
i = ImfSpi g = Vp

i

NP
k=1

cP
m=a

Vm
k

�
Gpm

ik sin
�
�
pm
ik

�
� Bpm

ik cos
�
�
pm
ik

��
  

(12.17)

When the nodal voltages in rectangular form are selected as state variables then, by 
following a similar procedure, the measurement functions for active and reactive 
power injections are changed to,
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In (12.19), the structure of the Jacobian matrix is given when the polar form is adopted 
for the state variables (the nodal voltage phasor). I 2 RMV�SVV   and  0 2 RMV�SV�  
are the identity and zero matrix, respectively, with  MV   being the number of voltage 
measurements,  SVV   the number of state variables related with a voltage magnitude 
and  SV�  the number of state variables related with a phase angle. Note that the 
Jacobian matrix under these state variables is state dependent and therefore it is 
recalculated at every iteration, which increases the overall computational burden. 
When a small angle difference assumption is made, a linear formulation is possible 
which yields a direct solution but at a reduced accuracy [7]. For state variables 
in rectangular format, the Jacobian matrix can become state independent when the 
power measurements are transformed to equivalent current measurements [8]. The 
drawback of this formulation is the increased complexity and its limited applicabil-
ity to only radial networks.
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Another popular choice for state variables is the branch currents [9] in either polar 
or rectangular form. For simplifying the Jacobian matrix, power measurements 
are converted to equivalent current measurements through backward and forward 
voltage substitutions. Comparisons in Ref. [10] have indicated that both selections 
(node voltages or branch currents) result to a similar estimation accuracy. However, 
rectangular branch currents when voltage measurements are excluded have better 
computational performance. When several voltage measurements are considered 
then rectangular node voltages can exhibit better computational performance. This 
is due to the additional complexity introduced in the case of the rectangular branch 
current state variables that consider voltage measurements in the estimation process. 
In addition, special considerations and efforts are needed in the branch current for-
mulation for slightly meshed grids which result to a decreased estimation accuracy.

12.2.3  Kron’s reduction: four wires to three wires
LVDGs are typically four- wire grids where the neutral conductor is required for 
power supply. Most electricity consumers at the LVDG have a single- phase connec-
tion where the neutral conductor is used as the return path of the load current back to 
the distribution transformer. Most DSSE applications in MVDGs consider the  abc  
phases in a three- phase formulation. For such methods to be applicable in LVDGs 
that are four- wire systems, special considerations are needed. Considering the four- 
wire line illustrated in Figure 12.4.a, by applying Kirchhoff’s voltage law the voltage 
at the sending end can be expressed as,

Figure 12.4   (a) Series and mutual impedance of a four- wire line and (b) its 
three- wire representation through Kron’s reduction
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where the diagonal elements of matrix Z   correspond to the series impedance of 
each conductor while the off- diagonal elements correspond to the mutual impedance 
between them. Equation (12.20) can be written in a partitioned form with the phase 
and neutral conductors separated as [11],
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where  Vabc ,  V
0

abc ,  Iabc ,  Zpn 2 C3�1 ,  Znp 2 C1�3  and  Zabc 2 C3�3  include the respective 
terms from (12.20). By assuming that the neutral wire of the distribution line is mul-
tigrounded, or in general that its voltage drop can be approximated to zero, Kron’s 
reduction method can be applied [12]. This allows the reduction of the impedance 
matrix of each line to a more conventional and compatible  3 � 3  form for three- wire 
lines, as indicated in Figure 12.4.b. Under these conditions, the neutral current is 
calculated as,

 0 = 0 + Znp � Iabc + Znn � In ! In = �
Znp�Iabc

Znn   (12.22)

Note that this neutral current is induced by the current flow in the phase conductors 
due to the coupling between them and is not related with the loading asymmetry. By 
substituting (12.22) in (12.21) the phase voltages are,

 Vabc = V 0
abc + Zabc � Iabc � Zpn �

Znp�Iabc
Znn

= V 0
abc + Z 0

abc � Iabc  (12.23)

 Z0

abc = Zabc �
Zpn�Znp
Znn

! Z0
km = Zkm �

Zkn�Znm
Znn

, k,m = a, b, c  (12.24)

Equation (12.24) gives the transformation of each term of the original 4 � 4  imped-
ance matrix to its equivalent term of the reduced  3 � 3  impedance matrix, as given 
in (12.25). In LVDGs, the distribution lines are mainly three- phase four- wire lines 
or single- phase two- wire lines. Applying (12.24) in a single- phase two- wire line 
results to a single element which is then written in the desired  3 � 3  format by add-
ing zero rows and columns for the missing phases. An example of this is given in 
(12.26) for a single- phase two- wire line for phase  a  where the  3 � 3  impedance 
matrix is generated by adding zeros for the terms related with phases  b  and  c .
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Having the reduced impedance matrix where the neutral node has been eliminated, 
essentially any DSSE scheme developed for three- phase three- wire MVDGs can 
be, in theory, also applied to the LVDG and vice versa. Assuming that the neutral 
voltage can be approximated to zero, and that through Kron’s reduction the result-
ing system model is accurate then the main limitations for applying DSSE schemes 
in LVDGs arise from the scarce measurement devices with a slow reporting rate, 
limited measurement redundancy and the asynchronous smart meter measurements.

12.3  Challenges for DSSE in LVDGs

Several limiting factors exist when applying DSSE schemes in LVDGs. The most 
important and critical for its reliable operation are (1) the limited sensor deployment 
which results to the LVDG being an unobservable system with low measurement 
redundancy, (2) the system model with considerable uncertainty due to the lack of 
reliable system- related information, (3) the asynchronous smart meter measure-
ments with slow reporting rate and (4) the nonzero neutral voltage which renders 
Kron’s reduction assumption invalid. These challenges, their impact on the DSSE 
and mitigation strategies for overcoming them are discussed and presented below.

12.3.1  Limited sensing
The SE formulations presented in Section 12.2 are under the assumption that the 
considered network is observable. That is, the available measurements  z  define 
an overdetermined problem that ensures a unique solution for  x . However, since 
LVDGs used to have unidirectional power flow and passive behavior, a very limited 
number of measuring equipment was foreseen besides for customer billing purposes. 
Consequently, the DSSE problem for LVDGs can be an underdetermined system of 
equations due to the low system observability.

Over the next few decades, significant resources will go toward the moderniza-
tion, digitization and automation of the distribution grid in an effort to facilitate 
the energy transition [13]. A significant percentage of these resources will be spent 
by DSOs for the development of an AMI to increase the measurement redundancy 
of LVDGs. In fact, it is estimated that by 2030 the smart meter penetration for 
electricity in the European Union will reach  92%  with an overall investment of 46 
billion euro [14]. Besides smart meters, devices such as digital relays, intelligent 
electronic devices, smart inverters, digital substations and micro- PMUs can also be 
leveraged to increase the overall system observability. However, despite all these 
promising technologies, the current situation and infrastructure (and at least for 
the near future as well) in LVDGs are inadequate and most secondary networks 
are not fully observable. Even in the rare cases of fully observable LVDGs, the 
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measurement redundancy is very low. Meaning that even these systems can easily 
become unobservable when a measurement is lost. This can happen when a meter 
fails, transmits bad data or there are considerable communication bottlenecks and 
delays.

Common practice for overcoming this challenge in transmission systems 
has been the generation of pseudo- measurements for the unobservable nodes. 
Through the use of pseudo- measurements (load forecast for the unobservable 
loads) the measurement set is augmented, and the otherwise underdetermined 
system is solvable with a unique solution. Typically this is achieved with the 
process of available historical and statistical data along with their spatial/tempo-
ral correlation with the unobservable loads. With the introduction of DERs, EV 
charging, demand response schemes and an active participation of the consum-
ers in the electricity market, their load behavior is increasingly becoming more 
variable and hence more difficult to be predicted. Consequently, the generation 
of adequate pseudo- measurements for enabling an LVDG DSSE with reliable 
results is a difficult task.

The aim of pseudo- measurement generation is to generate forecasts as accurate 
as possible for the power injections in unobservable loads and define their uncer-
tainty so that they can be incorporated in the DSSE procedure. Until recently, the 
only available measurements related to the operation of the LVDG have been the 
bimonthly or quarterly manual readings of the energy consumption of each con-
sumer. However, generating pseudo- measurements with a reasonable uncertainty 
based on this kind of data is nearly impossible. With the introduction and mass 
deployment of smart meters, utilities are now automatically and periodically able to 
collect measurements at much higher frequencies and even on- demand, depending 
on the limitations of the communication infrastructure. Based on these data, it is 
now possible to generate pseudo- measurements with satisfactory uncertainty for the 
unobservable loads within a network.

Several different approaches have been developed for this purpose. Noting the 
compatibility of the WLS formulation with normal distributions for the measurement 
error (maximum likelihood estimator), a Gaussian distribution is typically assumed 
for modeling these loads [15]. By processing the available historical data, standard 
load profiles (representative load profiles for each type of consumer) are generated 
where each time value corresponds to the mean value of the Gaussian distribution 
at the specific time interval. Leveraging spacial- temporal correlation between the 
available measurement data and the unobservable loads, the calculated mean and 
variance can be corrected leading to a higher load estimation accuracy. In practice, 
however, the load behavior rarely can be approximated through a Gaussian PDF, see 
Figure 12.5. For this reason, in Ref. [16], a Gaussian mixture model (GMM) is pro-
posed to model the arbitrary load distributions. This is achieved through the convex 
combination of several normal distributions, each with its own mean  �i , variance 
 �
2
i   and weight wi,

 GMM = w1N
�
�1, �2

1
�
+ w2N

�
�2, �2

2
�
+ � � �  (12.27)



State estimation for low voltage distribution grids 331

Besides the probabilistic and statistical approaches for pseudo- measurement genera-
tion, recent works employ machine learning methodologies such as neural networks 
[17] and game theory [18] with promising results but with high computational cost.

12.3.2  Limited system knowledge
The reliability and accuracy of most DSSE schemes are closely related to the system 
model. The determination of the nodal equations in (12.15) is based on the system’s 
admittance matrix which in turn depends on the topology of the network (connec-
tivity between nodes) and on the line parameters. In the case of the transmission 
system, it is implicitly assumed that this information is readily available and in some 
extend this is true. However, in distribution grids and especially in LVDGs, both 
system topology and line parameters are rarely available. The immense size of these 
networks and the fact that most of the infrastructure was constructed several decades 
ago with countless expansions and reconfigurations over the years make the avail-
ability of accurate information about the current topology and the equipment used in 
any distribution grid extremely difficult.

Moreover, the technical databases for such networks, which typically include infor-
mation about the topology, the line parameters as well as the phase connection of cus-
tomers may have considerable errors. These errors can be mistakes made during the 
initial documentation, and/or during its digitization process, erroneous parameters due 
to aging and fatigue of the equipment or changes made to the physical network over the 
years that went unregistered (expansion, replacement of equipment to a different type, 
etc.). The lack of reliable, system related, information for an accurate model increases 
the difficulty of planning and managing of these networks. Furthermore, it has a highly 
detrimental impact on the reliability of the DSSE results [19], which is more than impor-
tant today with the high integration of DERs and EVs.

In this sense, it is important to leverage all available information in an effort 
to improve the accuracy of the system model before utilizing it in DMS applica-
tions. Besides the generation of pseudo- measurements, historical data from the AMI 

Figure 12.5   Probability distribution of a residential consumer taken from annual 
half hourly demand measurements and its approximation through a 
GMM with three Gaussian distribution (GD) components
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can also be utilized for this purpose, which highlights the necessity and benefits of 
investing in the development of this infrastructure. A network topology and configu-
ration processor is typically employed [10] for correcting or generating the network 
topology. Depending on the level of already known information about the system, 
different approaches are followed for solving the problem of topology identification. 
When the general topology of a network is known and its exact energized topology 
is needed, then the problem is referred to as a system configuration identification 
problem. Its purpose is to detect changes in the topology of the system, through the 
utilization of available measurements and update the system model according to 
the currently energized topology. Such problem is typically solved in a generalized 
SE [20] approach where the state of circuit breakers is modeled as zero impedance 
branches, and the power flow through these branches is included as a state vari-
able in  x . Moreover, additional equality constraints are introduced that referred to 
the operational constraints of the circuit breakers. These include zero voltage drops 
and zero angle deviations in closed switches and zero power flows in open ones. 
Alternative solutions to this problem utilize probabilistic approaches to determine 
which topology from all possible configurations is most probable based on the avail-
able measurements. For instance, in Ref. [21], various network configurations are 
stored to form a model bank. Then, WLS estimators are executed in parallel for each 
topology under the same set of measurements. Based on the estimator results, the 
probability of each model being energized is determined in a recursive Bayesian 
approach, and the model with the highest probability is selected as the true topology 
of the system.

When the operators do not have a general sense or knowledge of a system’s 
topology, then the problem is referred to as a topology learning problem. The aim 
is to utilize the available measurements from the AMI and the limited informa-
tion that may be known for the system to discover the topology and parameters 
of a specific network. Several data- driven algorithms have been proposed in the 
literature with different assumptions, considerations, available measurements and 
prior information for solving this problem. Commonly, these algorithms are based 
on graph theory such as in Ref. [22] where the graph- theoretic interpretation of 
principal component analysis is utilized with energy readings from smart meters to 
identify the overall network topology. The problem of topology learning and line 
parameter estimation is solved in a joint framework in Refs. [23,24], where the solu-
tion approaches are based on a maximum likelihood estimator and linear regression, 
respectively. It must be noted that all approaches for system identification, topology 
learning and line parameter estimation require an adequate measuring infrastructure 
such that the considered system is fully observable.

12.3.3  Slow reporting rate – asynchronous measurements
A significant limitation of smart meters in regard to their utilization for DSSE pur-
poses is their slow reporting rate and asynchronous measurements. The general 
size of LVDGs is enormous with hundreds of consumers connected per second-
ary substation, of which a significant number may also have distributed generation. 
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Consequently, a significant amount of data needs to be transmitted from smart meters 
to data concentrators, via a neighborhood area network, and then to the control 
center, via a wide area network. The limitations on the bandwidth and throughput of 
a conventional communication infrastructure, such as those that are based on power 
line communication (PLC) or general packet radio service (GPRS) technology, pro-
hibit the high reporting rate of the smart meters as it will result to severe bottlenecks, 
latency and data losses. To avoid these issues the reporting rate of smart meters 
is typically low, once every 15–30 minutes, and because of the limited bandwidth 
each smart meter transmits its measurements to the data concentrator at different 
time instances. Therefore, due to these limitations, a snapshot of the entire network 
is not available. Instead, a measurement set for DSSE applications can consist of 
measurements from significantly different time instances raging from a few seconds 
to several minutes, that is,  z  consists of measurements with large time skewness.

An example of asynchronous smart meter measurements is illustrated in 
Figure 12.6.a. In this example, the active power consumption  Pi  and  Pj  are measured 
by two smart meters every  TSM   (smart meter reporting rate), and a DSSE is executed 
every  TSE . A measurement of  Pi  is taken at time instance  tm (denoted as ztmi )  and 
then again after  TSM    (z

tm+TSM
i ) , similarly for  Pj  but with a measurement taken at time 

instance tk instead. It can be seen that when the DSSE will be executed, it is possible 
that the measurement vector  z  will have measurements that were last sampled a few 
seconds ago while some other measurements may have not been updated for several 
minutes (up to  TSM  ). Naturally, during the blind interval (time between measure-
ments) of each smart meter, the measured quantities continuously change and can be 
significantly different when a DSSE is executed in relation with their latest measure-
ment. In the case of a WLS- based DSSE, weights to each measurement are assigned 
that are related to the accuracy of each measurement. Typically, these weights are 
determined by the accuracy of each meter as it is assumed that all measurements 
are from the same snapshot, and therefore the only source of error is the quality of 
the considered meter. When the DSSE is executed, the state of  Pi  can be written as,

Figure 12.6   Illustration of (a) asynchronous and (b) energy (average power) 
measurements from smart meters
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 Pi(t) = ztki + �Pi(t � tk) + etki   (12.28)

where  z
tk
i   is the latest available measurement for  Pi ,  �Pi(t � tk)  is the variation of  Pi  

since it was last measured at tk and  e
tk
i   is the intrinsic error of the smart meter when 

it sampled the  z
tk
i   measurement. From this expression, it is evident that due to the 

considerable blind interval there is an additional source of uncertainty behind each 
measurement corresponding to its variation since it was last measured. This raises 
the question of what weights should be given to each measurement. Assuming that 
all smart meters in an LVDG are identical and of the same accuracy class, under the 
conventional WLS DSSE approach all measurements of the same type will have 
equal weights. This means that a measurement that was just updated will have same 
weight and impact on the DSSE results as a measurement that was updated several 
minutes ago. Consequently, the DSSE results under this approach may have consid-
erable errors, depending on the variation of each measured quantity in relation to 
their respective latest available measurements.

Another limitation of smart meters is that they only transmit the average value 
over the considered resolution window, although they take frequent measure-
ments. The main internal component of a smart meter relevant to this aspect is 
the metrology module. This module is responsible for sampling the voltage and 
current signals at specific intervals to determine their RMS values, with typically  
1–5 Hz update frequency [25]. The processing unit within the metrology module 
then calculates various relevant quantities such as the active/reactive power con-
sumption and power factor. The measured voltage and current RMS values as well 
as the calculated power consumption are stored locally in the meter’s memory block. 
Depending on the specified meter resolution, all measurements acquired during the 
resolution window are averaged, and the result is the measurement that the smart 
meter will transmit for the specific time window. As an example, if a smart meter 
updates locally at 1 Hz and its resolution is specified at 15 minutes, then the mea-
surements that the smart meter will transmit for each 15- minute interval is the aver-
age value of 900 samples. As illustrated in Figure 12.6.b, the transmitted average 
value NP  at the end of each resolution window  TSM   can be significantly different than 
the instantaneous value. In addition, by only transmitting the average value a lot of 
information is lost where overloading and overvoltage/undervoltage conditions are 
hidden and remain undetected. Figure 12.7 illustrates smart meter measurements 
under different resolution windows. The instantaneous values  P(t)  have a 1 s resolu-
tion and are taken from Ref. [26], while the smart meter measurements are deter-
mined by the average values of  P(t)  over the considered window. This figure shows 
how important information is lost when the smart meters have a slow reporting rate. 
Only when the resolution window is below 10 minutes all peak values of the load 
are sufficiently captured.

12.3.4  Nonzero neutral voltage
Kron developed the method for node elimination [12] for a system of equations 
of the form  Ax = b , with vector  b  having a zero element in the  n th row. The zero 
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element in vector  b  allows to eliminate the  n th row and  n th column, as it was illus-
trated in Section 12.2.3. Let A 2 C n�n  and  x, b 2 C n , the system of equations under 
these conditions is,
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The application of Kron’s reduction method allows the reduction of the size of the 
system equations to  n � 1  with A 2 C n�1�n�1  and  x, b 2 C n�1 . In the case of four- 
wire LVDGs, the Kron’s reduction method allows the elimination of the row and 
column related to the neutral conductor. This reduces the impedance matrix to the 
more DSSE compatible form of  3 � 3 . This is under the assumption, however, that 
the neutral voltage can be approximated to zero. When this holds true, then the 
application of Kron’s reduction method yields an accurate system representation 
through the three- wire model.

In LVDGs, the most commonly used earthing systems that energy utili-
ties provide are the TT, TN- S and TN- C- S earthing schemes [27], as illustrated 
in Figure 12.8. To examine what is the possible voltage drop across the neutral 

Figure 12.7   Smart Meter (SM) measurements under different Resolution 
Windows (RW)
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conductor, first the operation and influence of these earthing schemes must be taken 
into consideration. In LVDGs, the neutral conductor is needed for power supply as 
it provides the main return path of single- phase loads. It is also acting as a return 
path for the asymmetrical load and triplen harmonic current back to the distribution 
transformer. The winding configuration of the distribution transformer is in most 
cases D - Yn  with the neutral grounded at the substation through an electrode  RN  . It 
should be notated that while the neutral conductor has an operational role in distribu-
tion grids, the purpose of the earthing system is to provide a close loop return path 
for fault currents. Its design must ensure that fault currents are sufficiently large to 
trip the protection mechanisms in the designated time but also small enough to limit 
the risk of fire.

In the TT and TN- S schemes, the earthing system is separated from the neu-
tral conductor, and the return path of fault currents is established through a local 
earth electrode  Rg  at the consumer’s premises or through a separated conductor, 
respectively. Therefore, the operation of these systems is identical regarding the 
neutral current and the subsequent voltage drop. To save the cost of having an extra 
conductor, in the TN- C- S scheme the utility provides a common neutral and protec-
tive conductor up to the premises of an installation. At the main electrical board, 
the two conductors are separated with no physical links between them within the 
installation. As the neutral and protective conductors are common in the supply 
side, any neutral voltage drop propagates through the protective conductor to the 
bonded exposed conductive surfaces. To limit the danger of perceived shocks by 
step voltages, the utilities install auxiliary earth electrodes along their supply lines 
at specified intervals. The additional earth electrodes provide a parallel path for the 
neutral current to travel to the distribution transformer via the earth to reduce its 
voltage drop. The magnitude of the diverted neutral current  Ig  and its impact on the 
neutral voltage depends on the resistance of the parallel paths. Considering that in 
most LVDGs, the surface area of the neutral conductor is typically 100 mm2, and 
that it is constructed by aluminium, its resistance can be as low as 0.3 Ω/km. This 
indicates that to have any significant diverted neutral current the total resistance of 
the closed loop through the earth must be very low.

In Figure 12.9.a, the neutral voltage at the end of the IEEE European LV 
feeder is illustrated under the TT, TN- S and TN- C- S earthing schemes. For the 
TN- C- S scheme, two different values for the total impedance of the closed loop 

Figure 12.8  (a) TT, (b) TN- S and (c) TN- C- S earthing schemes
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through the earth are considered, and an auxiliary earth electrode is placed at 
intervals of 100 m. Additionally, Figure 12.9.b shows the diverted neutral cur-
rent that reaches the distribution transformer via the earth. Based on this figure, 
it can be concluded that for the extra electrodes in TN- C- S to have a significant 
impact, a very low earth loop impedance is needed. In practice, having an imped-
ance less than 1 �  is difficult, especially in urban systems where a direct access 
to earth may not be accessible. In cases that the earth loop impedance is several 
Ohms, then essentially TN- C- S has similar operation with the other two earth-
ing schemes, in regard to the operation of the neutral conductor under normal 
conditions. It must be noted that the degree of the voltage drop observed across 
the neutral conductor is directly related with the loading conditions. Under bal-
anced conditions, this voltage drop becomes insignificant; however, LVDGs are 
characterized by their unbalanced nature and rarely operate without a significant 
load asymmetry.

For DSSE applications, a nonzero neutral voltage has two main detrimental 
impacts. First, it raises the question of system model accuracy through the applica-
tion of Kron’s reduction as it requires the assumption that the neutral voltage can be 
approximated to zero. Second, the voltage measurements utilized in the DSSE by 
smart meters are expressed in a different and variable reference as they are phase- 
to- neutral voltage measurements. Near the distribution transformer, the reference 
for these measurements can be considered the ground as the neutral voltage is low 
near the supply electrode. However, measurements taken by smart meters that are 
far from the transformer have as reference the local neutral voltage which is affected 
by the changing loading conditions. As a result these measurements might provide a 
misleading picture of the network’s operating condition.

In Table 12.1, the average two- norm  
�
k�Vk

avg
2
�
 , average max- norm  

�
k�Vk

avg
1

�
  

and the highest  
�
k�Vk

max
1

�
  estimation error of the WLS DSSE scheme with node 

voltages as state variables are listed when it is applied in different types of LVDGs. 
These errors are calculated as,

Figure 12.9   (a) Neutral voltage at the end of a feeder (b) diverted neutral 
current through the auxiliary earth electrodes
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where R  is the total number of DSSE runs at different operating points,  NV   is the 
total number of states related to voltage magnitudes,  

bVi
j   is the estimation of the  j th 

state at the  i th run and  V
i
j   is the true value of this state. This table also includes the 

average neutral voltage at the end of each feeder as well as its total length. It can be 
seen that as the average neutral voltage of the LVDG increases, the accuracy of the 
monitoring scheme reduces. This is because of the inaccurate system model that is 
derived through Kron’s reduction and the phase- to- neutral voltage measurements. 
To highlight the impact of the neutral voltage, the last row in Table 12.1 illustrates 
the case that the earthing system in the rural LVDG is TN- C- S with ideal auxiliary 
earth electrodes. This consideration reduces the neutral voltage to approximately  
0 V, and therefore the assumption made by Kron’s reduction is true. Consequently, 
the WLS DSSE under these conditions has a very high accuracy. This clearly illus-
trates the detrimental impact of the nonzero neutral voltage to the DSSE performance.

12.4  Enhancing DSSE

In the previous section, important factors that influence negatively the performance 
of the DSSE when applied to LVDGs were presented and some mitigation strate-
gies discussed. The limited sensing and limited system knowledge challenges are, in 
general, addressed and resolved before the execution of the DSSE with the purpose 
to improve the measurement set and system model. On the other hand, the asyn-
chronous smart meter measurements and the nonzero neutral voltage influence the 
internal operation of the DSSE. Consequently, modifications must be made to the 
DSSE in order to address these challenges and enhance its operation by taking into 
account these particularities of the LVDG. The modifications made to the DSSE to 
(1) address the asynchronous smart meter measurements by utilizing available his-
torical data and (2) address the nonzero neutral voltage is presented below.

Table 12.1  Estimation errors of the WLS DSSE scheme

System type
 k�Vk

avg
2  

 [10�2p.u.] 
 k�Vk

avg
1  

 [10�2p.u.] 
 k�Vk

max
1  

 [10�2p.u.] 
 V
avg
N  

[V]
Feeder

length (km)

Urban- TT 0.6 1.2 1.7 2.9 0.3
Suburban- TT 1.5 2.4 3.5 6.1 0.6
Rural- TT 1.7 3.0 4.8 9.3 1.2
Rural- TN- 

C- S,  Rg = 0 � 
0.2 0.4 0.7 ≈0 1.2
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12.4.1  Addressing asynchronous measurements using historical 
data
As it was discussed in Section 12.3.3, the measurement vector  z  of a DSSE applica-
tion based on smart meters typically includes measurements from different snap-
shots (time instances). In the following context, the term updated measurements 
refers to measurements in  z  that were just updated while the term out- of- date (OD) 
measurements refers to measurements in  z  that have not been updated in the cur-
rent time instance that a DSSE will be executed. As indicated by (12.28), an OD 
measurement has two sources of error, the intrinsic uncertainty of the meter and 
the variation of the measured quantity during the blind interval. In Ref. [28], it is 
proposed to model this additional source of uncertainty as a random variable which 
its properties are studied by utilizing available historical measurements. Following 
these considerations, the total error of the ith measurement is written as,

 ei = eSM,i + eOD,i  (12.31)

where  eSM,i  is the error introduced by the imperfection of the considered meter and 
 eOD,i  the error by the variation during the blind interval  tLU  , with  tLU   denoting the 
time that has passed since the last update.

The authors in Ref. [28] performed extensive studies to identify the statistical 
properties of the load variation between consecutive smart meter measurements. For 
this purpose, the authors utilize historical measurements that consist of 15- minute 
active/reactive power readings at a distribution transformer for 1 month. Their rea-
soning is that if the load variation between consecutive measurements is proven to 
follow a normal distribution, then the total error ei can be modeled as the summa-
tion of two normally distributed random variables and therefore it is also normally 
distributed with a known mean and variance as,

 

eSM,i � N
�
0, � 2

SM,i

�
, eOD,i � N

�
�OD,i, � 2

OD,i

�
(12.31)
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t,i

�
  

(12.32)

where  �SM,i  is associated with the accuracy of the considered meter and  �OD,i ,  �OD,i  
are the mean and standard deviation of the load variation between consecutive mea-
surements at a specific time during the day, for example, between 16.00 and 16.15. 
For verifying if the OD variation can be considered as a normally distributed random 
variable, the load variation between consecutive measurements from the historical 
data is calculated for all smart meter update intervals  tTSM  , with  tTSM 2

h
1, 2, � � � 24�60TSM

i
 . 

For example, considering a 15- minute update interval for the smart meters  (TSM = 15) ,  
in a day there are in total 96 updating instances with  �SM,i . If the number of days that 
historical data is available is equal to d, then for each of the 96 updating instances 
and its corresponding load variation within a single day there will be d datapoints 
that can be used for verifying its distribution. For a better understanding, a graphi-
cal illustration is shown in Figure 12.10 of how the historical data are processed to 
generate the data points of each updating instance, which are then used for verifying 
the distribution of the load variation during each updating interval.
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To verify if indeed the load variation between any consecutive measurements 
follows a normal distribution, the d data points of each updating interval are used in 
normality fitness tests. Specifically, the Anderson–Darling [29] and Shapiro–Wilk 
[30] fitness tests are employed for this purpose. Based on the results of these tests, 
the authors in Ref. [28] conclude that both the active and reactive power variation 
between all consecutive updating intervals within a day can be considered as nor-
mally distributed. Note that the load variation in each updating interval and for each 
smart meter is modeled individually as a normal distribution with a mean and vari-
ance computed from the historical data.

The calculated mean and variance of the load variation are values that corre-
spond to the end of the updating interval, just before the new measurement arrives 
and  tLU � TSM  . Within the blind interval and before the new measurement arrives, 
it is assumed that the load variation (mean and variance) varies linearly over time 
and therefore their values at any point during the blind interval can be calculated as,

 
�OD(tLU) =

tLU
TSM

�
tTSM
OD , � 2

OD(tLU) =
tLU
TSM

�
�
tTSM
OD

�2
  

(12.33)

where  �
tTSM
OD   and  �

tTSM
OD   are the mean and standard deviation of the load variation 

for a specific updating interval. Note that at the end of each reporting cycle and 
when a new measurement arrives,  tLU   resets to zero and therefore both the mean 
and variance of the load variation are zero and the error in (12.31) consists of only 
the meter’s uncertainty, denoting an updated measurement. In any other case, the 
measurement is OD and by using (12.33) the load variation can be adjusted for any 
point during the smart meter’s blind interval.

Before executing the DSSE process (every  TSE  minutes with  TSE � TSM  ), equa-
tion (12.33) must be evaluated for all OD measurements so that the weight matrix  W   
is updated accordingly with the new values of the error’s variance. In addition, from 
(12.32) it can be seen that the mean value of the error of an OD measurement is not 
zero. Consider that the true value of an OD measurement at instance  t  is,

 Pi(t) = zOD,i � ei = hi(x)  (12.34)

Therefore, an OD measurement is modeled as,

Figure 12.10   Process of historical data to derive the load variation for each 
update interval for verifying its distribution for the ith consumer
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 zOD,i = hi(x) + ei  (12.35)
Consequently, the PDF of such measurement is modified accordingly to include the 
impact of the load variation,

 
PDF(zOD,i) = 1p

2��t,i
e

� 1
2

� zi+�OD,i�hi(x)
�t,i

�2

  
(12.36)

where  �
2
t,i  is the total variance of the error, as indicated in (12.32). Under these con-

siderations, the update step  �x  of the state vector  x  during the WLS DSSE process 
changes from (12.9) to,

 �xk = G(xk)�1H(xk)TW[z + �OD � h(xk)]  (12.37)
where  �OD  is a vector containing the mean value of the load variation of the OD 
measurements for the current updating interval. From the above expression, it can be 
seen that the mean value of the load variation is acting as a corrective operator to the 
OD measurement to bring it toward the statistically probable behavior for each indi-
vidual load during a specific updating interval, derived by the process of historical 
data. In Figure 12.11, the main steps and general structure of this DSSE method are 
illustrated for a better understanding of its operation. The described DSSE scheme 
in Ref. [28] is tested by utilizing distribution test systems. It is assumed that each 
smart meter during a 15- minute interval sends updated measurements at different 
instances, and the modified WLS DSSE is executed every 200 seconds. Extensive 
studies and Monte Carlo simulations have shown that the modification of the mean 
and variance of the measurement error according to the time that has past since a 
measurement was last sampled results to a higher estimation accuracy. Specifically, 
it is shown that an improvement of 14–15% is achieved in relation to the traditional 

Figure 12.11   Main steps of the DSSE approach to address the asynchronous 
smart meter measurements based on the utilization of historical 
data
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DSSE scheme, which assumes all measurements to be synchronized, with limited 
additional computational burden.

However, there are several limitations with this approach. First, historical data 
with sufficient days and resolution for all consumers in a network are needed for 
statistically evaluating their behavior and load variation during updating instances. 
For consumers in LVDGs, this kind of information is most of the time not available 
or the historical measurements are of very low resolution. Second, the load variation 
between updating intervals in Ref. [28] has been proven to follow a normal distribu-
tion for an aggregated load. For consumers in LVDGs, this conclusion may not be 
valid as it is entirely dependent on the consumption patterns, preferences and general 
habits of each individual consumer. Finally, it is assumed that the variation between 
consecutive measurements is linear with time. In reality, this is not guaranteed and 
is an extra source of uncertainty which, without fast- reporting smart meters, is not 
possible to know from only 15- minute measurements. In general, addressing the 
asynchronicity of smart meters with low measurement frequency is a challenging 
task. Until an advanced and decentralized communication- management- automation 
infrastructure becomes the norm in LVDGs to allow faster smart meter reporting 
capabilities, additional research efforts are needed to improve the DSSE operation 
under asynchronous smart meter measurements.

12.4.2  Addressing the nonzero neutral voltage
In Section 12.3.4, the impact of a nonzero neutral voltage on the performance of 
a nodal voltage WLS DSSE was discussed and investigated for different types of 
LVDGs. It was seen that the application of Kron’s reduction to simplify the admit-
tance matrix of each line to the more conventional and compatible format of  3 � 3  is 
not applicable to such networks. Moreover, as voltage measurements are an impor-
tant aspect of the DSSE procedure, the nonzero neutral voltage creates also the 
issue of voltage measurements with different references which give a misleading 
picture of the network’s condition. Instead of the conventional approach, the follow-
ing modifications can be made to the WLS DSSE to improve its operation under a 
nonzero neutral voltage [31].

12.4.2.1  Four-phase system
The use of Kron’s reduction must be avoided, and the whole 4 � 4  admittance matrix 
must be used which includes the fourth wire for the neutral. Therefore, the system is 
modeled as a four- phase system ( abcn ) and each four- wire node has eight state vari-
ables while each two- wire node (single- phase–connected consumers) has four state 
variables. Assuming polar node voltages as state variables,

 

xabcn =
�
�a, �b, �c, �n,Va,Vb,Vc,Vn

�

xpn =
�
�p, �n,Vp,Vn

�
  

(12.38)

where  p 2 fa, b, cg  is the supply phase of single- phase–connected consumers. Note 
that since the neutral is included as a separate phase in the DSSE process it increases 
the number of state variables and consequently the complexity and computational 
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burden are also increased. However, considering that a DSSE is typically executed 
every few minutes depending on the updating frequency of smart meters, the extra 
computational burden is insignificant.

12.4.2.2  Measurement functions and Jacobian matrix
As it is mentioned above, the voltage measurements provided by smart meters are 
in fact phase- to- neutral voltage measurements. In the traditional DSSE scheme with 
polar node voltages, the state variables of the voltage magnitude can be directly 
related with their corresponding measurements. For a phase- to- neutral voltage 
measurement, its measurement function must be modified to include the state of the 
neutral voltage,
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where  V
pn
i   is a phase- to- neutral voltage measurement between phase  p  and neutral 

at the  i th system node and  V
p
i  ,  V

n
i  ,  �

p
i   and  �

n
i   are the respective phase- to- ground and 

neutral- to- ground voltage magnitudes and phase angles. Equation (12.39) shows 
that the measurement function that relates voltage measurements with state vari-
ables consists of four state variables instead of just one as in the traditional DSSE 
approach. Each phase- to- neutral measurement is related with the state variables that 
represent the voltage magnitude and phase angle of the corresponding supply phase 
and the neutral at the system node that the measurement was taken. By taking the 
partial derivatives of (12.39) in respect to the state variables, the relevant elements 
of the Jacobian matrix are calculated as,
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where  hv(x)  corresponds to (12.39). Note that the relevant Jacobian elements of 
the traditional DSSE formulation are equal to one for the voltage magnitude partial 
derivatives when  j = i, m = p  and zero otherwise, as it can be seen from (12.19).



344 Power distribution system state estimation

12.4.2.3  Generation of virtual measurements
A drawback of applying the Gauss–Newton method for solving the set of nonlin-
ear functions (12.8), derived by the minimization problem of the WLS method, is 
the potential convergence issues due to poor initialization of the state variables. 
Normally this is not a concern as the actual operating conditions are not far from 
the initialization point at nominal values. The inclusion of neutral voltage with an 
initialization at 0 V however introduces a new complexity as its operating state is 
highly fluctuating and volatile which can lead to convergence issues. To mitigate 
potential issue, virtual measurements are constructed for the neutral voltage by 
exploiting the available power measurements in a modified forward- backward volt-
age Sweep (FBS) method [32] that includes the neutral voltage. Note that several 
studies conducted in Ref. [33] have shown that the configuration of the neutral con-
ductor affects the convergence of the FBS method when multiple solutions exist due 
to the neutral voltage. The solution that the FBS method converges is determined 
by the initialization of the neutral voltage. In Ref. [32], it is shown that for the TT 
earthing scheme FBS converges to the same solution regardless of the initialization 
of the neutral voltage. Once the modified FBS converges, the information regarding 
the magnitude  Vn  and phase angle �n  of the neutral voltage is included in the meas-
urement vector  z ,

 z =
�
P Q Vpn Vn �

n�T
  (12.42)

where  Vn  and �n  are vectors that include the virtual measurements for the neutral 
voltage magnitude and phase angle, respectively. Consequently the Jacobian matrix 
is now given in (12.43),
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The statistical properties of the error associated with the virtual measurements of 
neutral voltage should be verified in order to comply with the assumption of the 
WLS DSSE that the measurement error follows a normal distribution. For this pur-
pose the modified FBS method is applied to the suburban LVDG, as illustrated in 
Figure 12.12.a. Power measurements are constructed for the residential loads with 
an assumed error of 1% for the active power and 2% for the reactive power. In total, 
3 000 Monte Carlo trials are conducted where for each trial the error of the virtual 
measurements is computed by comparing it to its true value (result of FBS without 
error in the power measurements). The error of the power measurements is gener-
ated as,

 zm = ztrue + FS � N
�
0, �2

P,Q

�
  (12.44)

where  FS   is the full- scale meter reading and  ztrue  is the selected operating point of 
the active/reactive power of a load. Having 3 000 data points for each error ( Vn, �n)  
and for each system node (the considered system has in total 72 nodes, excluding the 
MV grid node and the second node in which the neutral is grounded), the fitness tests 
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introduced in Section 12.4.1 are applied. From the resulting 144 indices denoting 
their fitness to a normal distribution it is concluded that indeed, the error of the vir-
tual measurement does follow a normal distribution and can be incorporated in the 
WLS DSSE scheme. Figure 12.12.b shows the PDF of the error of a random virtual 
measurement as calculated by the 3 000 Monte Carlo trials and its approximation 
through a normal distribution.

12.4.2.4  Weights for virtual measurements
Assuming that the four- wire line illustrated in Figure 12.4 is ungrounded, the neutral 
voltage on the receiving end based on (12.20) is equal to,

 PVn = PV0
N � znaPIa � znbPIb � zncPIc � znnPIn  (12.45)

By substituting the neutral current as the summation of the phase currents and by 
assuming that the mutual impedance terms of (12.20) are identical and equal to zm to 
simplify the problem, equation (12.45) is simplified to,

 PVn = PV0
N � zTPIabc = PV0

N � PVL  (12.46)

with  zT = znn + zm  and  PVL = zTPIabc  the voltage drop over a branch due to the current 
flow. For a radial distribution grid, the phase currents flowing through any given 
branch are determined by the downstream loads,
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where K   is a set containing all downstream loads in relation with a specific branch. 
For simplicity, the voltage is assumed to be equal to its nominal value and by taking 
as reference the MV side of the D - Yn  distribution transformer and accounting for the 
phase shift it introduces, they are equal to,

Figure 12.12   (a) LVDG used for calculating the error of virtual measurements 
and (b) the calculated PDF of a single measurement error



346 Power distribution system state estimation

 

PVa = Vnominal ^ � 30ı = 0.87 � j0.5 = e � jd
PVb = Vnominal ^ � 150ı = �0.87 � j0.5 = �e � jd
PVc = Vnominal ^90ı = j1 = jg   

(12.48)

with  Vnominal = 1pu . Having made this assumption, the  VL  term in (12.46) can now 
be written as,
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where  ZL = zT/V2nominal . The calculation of the weights for each virtual measurement 
is conducted in forward sweep approach. Starting at the distribution transformer in 
which the neutral is grounded and moving downstream the neutral voltage can be 
calculated as,

 

PV2
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L = a2 + jb2
PV3
n = PV2

n � PV3
L = a2 � R3 + j(b2 � X3) = a3 + jb3
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PVi
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L = ai�1 � Ri + j(bi�1 � Xi) = ai + jbi  

(12.50)

From (12.49) to (12.50), it can be seen that the real (ai) and imaginary (bi) part of 
the neutral voltage at any system node are functions of several power measurements. 
Therefore, the uncertainty of these terms can be calculated using the theory of uncer-
tainty propagation. As an example and for simplicity, assume that downstream of 
node 2 there are only two single- phase loads connected, denoted as  i  and  j . Then, 
based on (12.45)–(12.49), the real and imaginary terms of  PV2n  are functions of four 
variables,
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Accordingly, if the error of these four erroneous variables is uncorrelated then the 
uncertainty of the real part can be calculated as,
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where  x =
�
Pi,Pj,Qi,Qj

�
 . The uncertainty of the imaginary part  �b2  is calculated on 

the same manner. The virtual measurements of each system node are calculated as,
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As both types of virtual measurements are functions of the real and imaginary part of 
the neutral voltage, by applying (12.52) again their uncertainty is equal to,
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For nodal voltage in rectangular coordinates as state variables (12.53)–(12.54) are 
not applied. In this case, the virtual measurements and their uncertainty are equal to,

 

Vi
n,re = ai ! � i

n,re = �ai

Vi
n,im = bi ! � i

n,im = �bi  
(12.55)

12.4.2.5  Case studies
To validate the modifications made to the traditional WLS DSSE to account for 
the nonzero neutral voltage, the LVDG illustrated in Figure 12.12(a) is used. 
Measurements from smart meters are utilized to construct the load profile of each 
consumer within this network with a total of 125 different operating points. Based 
on these profiles, a load flow analysis is executed to generate the true state of the 
system for all operating points. Then, based on the accuracy of the considered smart 
meters, the measurements that are used in the DSSE procedure are constructed 
using (12.44). The true state of the system is used to compute the two- norm and 
max- norm estimation error of the enhanced WLS DSSE scheme. Assuming smart 
meters of accuracy class 1 for measurements of active power and voltage, and  
class 2 for reactive power, these estimation errors are illustrated in Figure 12.13(a) 
and 12.13.b. Note that in this figure,  CN   refers to the traditional WLS DSSE scheme, 
 NW   to the modified, as presented in Section 12.4.2, and  CN+  to the traditional but 
with an ideal TN- C- S earthing scheme. The results of  CN+  represent the maximum 
accuracy that the traditional WLS DSSE scheme can achieve, under the considered 
smart meter accuracy class, as the assumption of a neutral voltage close to 0 V holds 
true. In addition, Figure 12.13.c–12.13.f illustrates the resulting estimation of the 
voltage profile at the end- of- feeder (EoF) for  CN   and  NW  . The modifications intro-
duced to the traditional WLS DSSE scheme impact positively the performance of 
the DSSE scheme since the accuracy of the estimator is very close to  CN+ , regardless 
of the operating conditions. In contrast, the accuracy of  CN   is highly degraded in 
relation to the  CN+  and  NW   as the operating conditions affect its performance. This 
is because of the nonzero neutral voltage which its magnitude depends on the con-
stantly changing load asymmetry. In operating points with low load asymmetry, the 
neutral voltage is also low which results to an acceptable performance from  CN  . In 
occasions with high load asymmetry, the resulting neutral voltage has a significantly 
detrimental impact on  CN  , as discussed previously. Furthermore, the modifications 
made to the traditional WLS DSSE scheme allow for an accurate estimation of the 
neutral voltage.

Another important aspect of the modifications made to the traditional WLS 
DSSE is its convergence characteristics. As already mentioned, the inclusion of the 



348 Power distribution system state estimation

neutral voltage in the estimation process can have a detrimental impact on the con-
vergence of the WLS DSSE method due to a poor initialization point. Figure 12.14 
shows the impact of the virtual measurements for the neutral voltage on the estima-
tor’s convergence. In this figure, the number of iterations needed as well as the mini-
mum threshold setting  e  required to converge in less than 30 iterations is illustrated 
for 25 different operating points. If the estimator in any of the operating points fails 
to converge within 30 iterations even with a threshold setting of 0.1 pu, then it can be 
concluded that the estimator failed to converge. Any further increase of the threshold 
setting under this circumstance will lead to unreliable results even if the estimator 
manages to converge. Observing Figure 12.14(a), it can be seen that in 7 out of the 

Figure 12.13   (a) Two- norm and (b) max- norm estimation errors, (c)–(e) voltage 
profile estimation of phases  abc  and (f) estimation of neutral 
voltage at the end- of- feeder (EoF)
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25 operating points the estimator failed to converge when the virtual measurements 
are not included. In addition, a relatively high threshold setting is required for the 
estimator to achieve convergence in the remaining operating points and the number 
of iterations needed is highly variable. In contrast, when the virtual measurements 
are included, see Figure 12.14(b), the WLS DSSE becomes significantly more stable 
and convergence is achieved in all operating points under the minimum  e  considered 
( 5 � 10�4  pu) and within three iterations.

12.5  Future directions

12.5.1  State estimation for the whole distribution grid
Commonly, the utilization of smart meters for DSSE purposes is only considered 
for one part of the distribution grid, either for the primary (MVDG) or secondary 
(LVDG) grid. To fully exploit the capabilities and measurements of smart meters at 
end users, a common framework and formulation of the DSSE application for the 
whole distribution grid are needed. By coordinating the monitoring schemes of the 
primary and secondary distribution grid in a hierarchical multilevel DSSE approach, 
it is possible to fully monitor the distribution grid solely based on smart metering 
data [34].

Normally, a data concentrator receives measurements from a set of smart meters 
that are in downstream nodes, assuming a radial network, with several concentrators 
across an LVDG. By exploiting their computational capabilities, a local SE can be 
executed which will yield the power injection and voltage at the system node that 
a specific concentrator is placed. Once all concentrators in an LVDG has generated 
these measurements, a reduced SE procedure can be executed in the second level to 
compute the state of the overall LVDG. The output of the reduced LVDG SE proce-
dure includes the information of the power injections and voltage at the distribution 
transformer. In the third level, this information can be used in the DSSE application 
of the primary distribution grid. If the primary distribution grid transfers power to 

Figure 12.14   Convergence of WLS DSSE scheme when neutral is included: 
(a) without and (b) with the inclusion of virtual measurements
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LVDGs in which all end users have a smart meter, then no additional measurement 
equipment is needed for its monitoring. This allows the utilization of smart meters 
for enabling the monitoring of the whole distribution grid and thus can increase their 
investment profitability. However, to support this framework, an adequate commu-
nication infrastructure is needed to handle and process the resulting data exchange 
demands between the various levels and also to allow high reporting rates for the 
smart meters.

12.5.2  Leveraging information from PV and EV inverters
A lack of sufficient measurement redundancy and a DSSE based solely on asynchro-
nous and delayed smart meter measurements can limit the capabilities and perfor-
mance of monitoring schemes in LVDGs. In primary distribution grids, devices such 
as micro- PMUs, intelligent electronic devices, digital relays and voltage regulators 
can be leveraged to increase observability and measurement redundancy with high 
frequency data. In contrast, downstream of a secondary substation and within the 
LVDG the available devices with such capabilities are very limited and are mainly 
the power inverters of DERs and EV charging stations.

With the increasing share of prosumers and EVs in LVDGs, inverters are 
becoming more common and are an obvious choice for enhancing the operation of 
the DSSE. For their internal control, inverters are equipped with local sensors that 
sample the grid voltage and grid current at a high frequency. The new generation of 
smart inverters has also two- way communication capabilities that allow to receive 
commands remotely and to transmit information through the Internet of Things 
technology. This gives the opportunity to incorporate the high frequency inverter 
sensor data into the AMI and consequently to the DSSE process. To reduce the 
communication and computation burdens, an event triggered approach can be fol-
lowed where an inverter shares its sensor data when it detects sudden and significant 
voltage variations. Then, the OD smart meter measurements can be adjusted accord-
ingly or on- demand updated measurements can be issued to selective smart meters. 
Regardless of their exact utilization, the incorporation of high frequency sensor data 
from inverters to augment the smart metering data will have a positive impact on the 
DSSE for LVDGs.

12.5.3  Validation in a real-time hardware-in-the-loop framework
As distribution grids transition from their traditionally passive behavior into more 
complex and active systems, advanced monitoring and control schemes tailored for 
these systems will become a necessity. Their reliable and robust operation will be 
vital for the success of the smart grid concept and for facilitating the energy transi-
tion. In this direction, it is important that monitoring and control schemes for the 
management of distribution grids are tested and validated in as realistic as possible 
conditions. For achieving this, extensive investigations of these schemes in a real- 
time hardware- in- the- loop framework are needed.

A general structure of such framework is illustrated in Figure 12.15. A digital 
twin of a considered distribution grid is uploaded in a real- time simulator. Based 
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on the modeling approach, a digital twin in a real- time simulator can be the most 
realistic representation of the actual physical system. An equipment, asset or even a 
whole node of the digital twin can be replaced with representative hardware through 
a power amplifier. Note that when the considered hardware can create reverse power 
flows, such as in the case of a PV emulator or an energy storage system, the power 
amplifier should be able to operate in all four quadrants. By incorporating relevant 
hardware in these investigations, it allows to examine their limitations and the addi-
tional complexities that they introduce. These limitations and complexities are usu-
ally hidden and overlooked when considering only the software side of the problem, 
and their impact on the operation of the grid management system should be evalu-
ated. In addition, a communication network emulator allows for a realistic repre-
sentation of the communication infrastructure with adjustable and reconfigurable 
settings depending on the considered investigations. For example, the impact of the 
packet loss rate, noise on measurements, bad data and data loss, latency to emulate 
the physical distance between different assets, adjustable bandwidth restrictions and 
different communication technologies can be investigated on the operation of both 
the software and hardware components of the system. Having the various monitor-
ing and control schemes tested and validated in this kind of realistic environment 
their applicability and technology readiness level are increased. This also acts as 
proof of concept and can ease their in- field deployment.

12.6  Concluding remarks

This chapter has discussed the concept of DSSE in LVDGs. The classical WLS 
approach for grid monitoring has been presented with the additional considerations 
for four- wire grids. Challenges emerging from the measuring infrastructure, lim-
ited system knowledge and the nonzero neutral voltage have also been discussed 
and their impact on the DSSE performance analyzed. Modifications to the classical 

Figure 12.15   Framework for real- time hardware- in- the- loop validation of 
monitoring and control schemes for active distribution grids
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DSSE scheme have also been presented in order to enhance its operation under asyn-
chronous measurements and under a nonzero neutral voltage.

For addressing the asynchronous smart meter measurements, historical data are 
needed for determining the statistical properties of the load variation. The presented 
method increases the accuracy of the estimation results but the assumptions required 
are not guaranteed in LVDGs. Consequently, more research efforts are needed for 
improving the operation of the DSSE in LVDGs under asynchronous smart meter 
measurements. In addition, the impact of the nonzero neutral voltage on the tra-
ditional WLS DSSE scheme has been investigated. It was seen that rural systems 
are affected more in relation with urban and suburban systems. This is because for 
the same amount of load asymmetry a higher neutral voltage is induced in rural 
systems due to their overall higher grid impedance. The detrimental impact of the 
nonzero neutral voltage has also been addressed with several modifications to the 
WLS DSSE which enhance considerably its operation.

Moving toward the smart grid concept, the role of the LVDG in the power sys-
tem will be more significant. A revaluation of its classical operation is needed, and 
a modernization of its infrastructure is becoming a necessity. As the number of 
flexible and controllable assets introduced to the LVDG grows, an advanced DMS 
is vital to maintain its secure operation. In this sense, the DSSE will be an integral 
part of the envisioned LVDG as it will be the key driver of its online and automated 
management. Therefore, DSOs must invest sufficient resources to build and prepare 
the necessary infrastructure to support and enable a reliable DSSE operation.
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Chapter 13

Conclusions
Elizete Maria Lourenço 1 and João Bosco Augusto London 

Junior 2

This book has covered various practical and theoretical aspects of the Distribution 
System State Estimation (DSSE) process, which is currently one of the engineering 
topics of greatest interest to researchers, public agents, and industry. In recent years, 
DSSE has become an essential application in advanced distribution management 
systems, an inevitable process for the implementation of several features envisioned 
by the smart grid concept.

In this chapter, a historical context is initially provided to show how the interest 
in developing DSSE algorithms unfolded, highlighting the challenges encountered 
by the pioneers and the techniques developed. A summary of the alternative mod-
eling and different approaches for DSSE covered in the book is presented in the 
sequel, and their main features to meet the needs of the emerging active Distribution 
Systems (DSs) nominated. The chapter ends with the presentation of future research 
directions expected for DSSE in the coming years.

13.1  Historical context

After the remarkable works of Schweppe et al. in the late 1960s and early 1970s, 
which outlined the main concepts and the general nature of the power system state 
estimation problem and solution, the estimation process has evolved and become well 
established for the transmission system segment of the power system. Conversely, 
research focusing on DSSE only started in the early 1990s, mainly because of the 
historic passive behavior of DSs, in which power flows are unidirectional and 
easily manageable. As a consequence of such characteristics, DSs were not thor-
oughly monitored by real- time measurements. Their operating condition was mostly 
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determined through statistical characterization of their loads, usually performed by 
a process called load aggregation.*

The historic passive behavior of DSs has changed in the past few decades, 
stimulated by the development of smart grid features, which promise many new 
functions, such as distribution automation, demand- responsive loads, and increased 
integration of distributed energy resources. From then on, DSs have become highly 
complex systems, increasingly requiring the implementation of the DSSE process.

In contrast to the transmission systems, DSs pose additional complexities and 
challenges for the development and implementation of DSSE algorithms, such as 
(i) greater model complexity due to phase asymmetry diversity (single-, two-, and 
three- phase circuit), more types of connections in a greater diversity of equipment 
(delta/wye, lagging/leading, grounded/ungrounded), and a greater variety of types 
of unbalanced load connections (delta/wye with voltage- dependence); (ii) lower 
number of available real- time measurements, bringing new challenges to the estima-
tion process; (iii) low X/R (reactance/resistance) ratio of transmission lines; and (iv) 
greater dimension of the DS networks and, consequently, of the corresponding state 
estimation problem (a single feeder can have tens of thousands of electrical nodes 
in medium voltage and hundreds of thousands when considering the low- voltage 
circuits for a medium- size city). Because of those complexities and challenges, state 
estimators developed for transmission systems cannot be applied directly to DSs. 
Therefore, despite the consolidated position of the weighted least squares (WLS) 
state estimator for transmission systems, those specific characteristics of DSs result 
in ill- conditioning of the coefficient matrix obtained with the WLS estimator. This 
has driven significant efforts toward developing specialized algorithms to perform 
DSSE capable of dealing with specific features of DSs. Apart from that, detailed 
three- phase network models for DSs steady- state analysis ensure adequate accuracy 
and adherence in the DSSE results, which further extend model complexity and 
numerical sensitivity. In contrast, positive sequence models are enough for trans-
mission networks applications.

As a result of the lack of real- time measurements, DSSE tools based on power 
flow calculations were proposed. This kind of estimator, generally referred to as 
load estimator, integrates the real- time measurements during the power flow itera-
tion process, resulting in two main stages performed in different time frames. The 
first stage, referred to as off- line load estimation, is performed off- line via a load 
aggregation process, i.e., without the need for real- time updated information. The 
second stage, named real- time load estimation, provides adjustments based on the 
real- time values of Supervisory Control and Data Acquisition (SCADA) measure-
ments. The main limitation of load estimation techniques is their inability to handle 
measurements with errors, as well as multiple and conflicting measurements.

Over the years, the expectation of an increase in the number of real- time mea-
surements available in DSs has boosted the development of advanced algorithms 

* The load aggregation or load allocation process is based on customer monthly energy consumption, 
customer classification, e.g., residential, commercial, and industrial, and typical load profiles for each 
customer class.



Counclusions 357

to perform DSSE capable of taking advantage of redundant measurements. Among 
them, two algorithms are the most cited: the Branch Current State Estimator and the 
Admittance Matrix- Based State Estimator. In order to speed up the process and treat 
the particularities of DSs (previously mentioned), those algorithms rely on simpli-
fications and approximations of the measurement and network model, which makes 
it difficult to generalize their results. Alternative WLS formulations emerged to cir-
cumvent the intrinsic ill- conditioning of the classical WLS coefficient/gain matrix 
without using any approximation or simplification of the measurement and network 
model.

13.2  Alternative modeling and approaches for DSSE

Although the early specialized DSSE algorithms already overcame the critical issues 
related to particularities of DSs, such as improving convergence and introducing 
three- phase unbalanced network models, many challenges still prevail.

One of these challenges is the large scale of DSs, comprising electrical networks 
spread across vast areas, usually with hundreds of primary feeders corresponding 
to thousands of three- phase unbalanced buses. The inclusion of new sensors at the 
level of the low- voltage circuits further requires an extension of the network models 
until the consumer units, which may lead to hundreds of thousands of variables. In 
this sense, the large scale comprises the number of buses in numerous feeders from 
various substations, which may share interconnections. To solve the issue of scal-
ability and maintaining accuracy, in some areas referred to as dimensionality curse, 
DSSE algorithms employing the concepts of Multiarea State Estimation have been 
proposed for achieving computational performance and scalability.

Furthermore, the numerical sensitivity involved in the solution of the DSSE 
problem requires an alternative perspective from the algorithms and common 
assumptions of data preprocessing involved in DSs. This issue is highlighted 
by employing a new numerical complex basis to perform steady- state analysis, 
namely complex per unit (cpu) normalization. Apart from tackling the inherent ill- 
conditioning caused by the parameters associated with DS equipment, extending the 
notion of the cpu method to DSSE enables decoupling voltage and phase angle in the 
measurement model and the Jacobian matrix. With this, all the well- known advan-
tages and high computational efficiency of the established fast- decoupled method 
are made possible to deal with the new characteristics and large dimensions of DSs. 
Undoubtedly, faster algorithms with stable numerical properties and the ability to 
handle radial and meshed topologies are promising and desirable features for real- 
time applications in modern DSs.

Another challenge of the early specialized DSSE algorithms is the treatment of 
the temporal aspect of the measurements in the DSSE process. The conventional 
static- state estimation essentially disregards any temporal aspect, mixing informa-
tion from asynchronous updates and different sampling rates in the same measure-
ment vector. The integration of different sources of information in modern DSs for 
state estimation can provide knowledge about the grid’s condition at sampling rates 
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of milliseconds (in case of Phasor Measurement Units), seconds (in case of SCADA 
measurements), or up to minutes (in case of smart meters and typical load profiles). 
Therefore, DSSE- dedicated algorithms to adequately address the multiscale mea-
surements have been proposed. The approaches enable evaluating distinct events, 
such as fast transients and slow trends and their respective effects on the power grid. 
Among them, those based on Kalman filter theory and one based on Bayesian infer-
ence have presented promising results.

From a more fundamental perspective, the quest for better probabilistic mod-
els is also an important direction sparkling in DSs, where the basic assumption of 
Gaussian noise is courageously challenged in recent works. The adherence of a para-
metric noise model, fairly assumed for well- calibrated instrumentation, is far from 
the reality of pseudomeasurements, load profiles, and unsynchronized measure-
ments. In this sense, Bayesian approaches provide a numerical framework to include 
such probabilistic notion. By extending the reasoning from a purely Gaussian pro-
cess to a more generic family of distributions, the state estimation enables improving 
accuracy as well as enhancing its predictive capability. Closed solution and iterative 
methods within this framework become a luxury, and numerical integration and 
sampling methods play an essential role in this perspective, thus, fully capturing the 
probabilistic nature of the emerging DS.

Finally, smart meters certainly are the driving engine behind the new data 
sources in distribution networks, which urges for a spotlight on low- voltage circuits, 
the location where such meters are effectively installed. These low- voltage levels 
of DSs are extremely relevant as they capture the direct effect of dispersed energy 
resources. These effects are becoming more expressive as domestic photovoltaics 
are installed on a massive scale, as significant changes in the behavior of loads and 
appliances are pursued due to demand response, and as energy storage and electric 
vehicle resources are used to support the grid.

13.3  Future perspectives for the evolution of the DSSE process

The state estimation way forward is definitely toward encrusting the data processing 
as a protagonist of inside advanced distribution management systems. However, the 
“above and beyond” elevate state estimation as an active process in the power grid 
digitalization.

It is an inevitable evolution that, at the distribution level, control centers will be 
fully equipped with high- level functions, with grounds on some form of state esti-
mation. After all, this evolution is both a logical and necessary step: the complexity 
of modern DSs, encompassing massive distributed generation, smart grid operation, 
electric mobility, together with frequent system reconfiguration and reliability con-
cerns, requires such enhancement.

In fact, while the transmission systems become more and more stressed, with 
the injection of power from renewable sources, the reality emerges that a substan-
tial percentage of such resources are growingly attached to the DS. However, to 
safely operate the bulk power grid, Transmission System Operators (TSOs) need 
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in present days to rely on flexibility, given the uncertainties pervading the fore-
casted operation. Nevertheless, many flexibility tools (such as embedded in supply 
contracts with provisions for demand- side management or combined heat- power 
generation at industrial facilities or PV, or wind generation) are available or man-
ageable by Distribution System Operators but not accessible to TSOs. In this sense, 
assessing the level of model resolution and the representation of subtransmission/
distribution networks is a promising direction, which promotes end- to- end power 
system awareness across generation, transmission, and distribution (multilevel 
monitoring).

This new reality driven by the deployment of smart grids and dispersed renew-
able generation requires a tacit accommodation of volatility and risk in the DS real- 
time operation. In this sense, probabilistic methods provide an extended notion of 
a single and deterministic state vector toward more generic information about the 
power system state, where stochastic behavior and risk analysis go side by side 
with decision- making in operational centers. Nonparametric noise characteristics, 
increased statistical robustness, the inclusion of state- space models, harmoniza-
tion with statistical learning, pruning neural networks with physical models, and 
advanced inference concepts will pave the road in this direction of a probabilistic 
notion for state estimation. The result is layering data- driven concepts on top of the 
highly detailed electrical models of distribution networks. In this sense, ensuring 
numerical stability is also a flourishing field for practical implementation of state 
estimation. Both scalability and convergence are tackled while maintaining model 
adherence without loss of precision.

In terms of computational performance, it is necessary to reinforce that DSSE 
tools require high- performance computing. Decentralized efforts combined with 
some centralized software packages are the present- day computational scenario. 
However, novel computational architectures with cloud- based computation and data 
hyperconvergence and increased connectivity open the space for further real- time 
monitoring applications. For instance, this interaction is essential for any peer- to- 
peer market that aims at more actionable features of dispersed generation to support 
grid resilience, using state estimation as a doorway of advanced spot markets at the 
distribution level.

13.4  Final remarks

The book content demonstrates that the domain of the state estimation process, in 
general, is conceptually and mathematically deep and computationally demanding. 
However, from its early days up to the beginning of this century, little has changed 
in its basic concepts, except for a natural evolution in computation and telecommu-
nication hardware as well as algorithmic improvements. Conversely, in the past few 
years, we have witnessed a renewed interest in the proposition of new formulations 
due to technological advances, especially in the development of the smart grid tech-
nology that has been concentrated in DSs.
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Given the above, for the state estimation process to assume a vital role in DSs, 
as it does in transmission systems, much technical and scientific work will still be 
needed in the coming years.
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